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Abstract 

Human activity recognition (HAR) has advanced 

significantly in recent years with the emergence 

of the Internet of Things (IoT). Wider 

applications of HAR include surveillance 

systems, aberrant behaviour detection, and elder 

care. Numerous machine learning techniques 

have been used to forecast human behaviour in a 

given setting. However, feature engineering 

techniques that can choose the best collection of 

features have surpassed conventional machine 

learning algorithms. Conversely, it is well 

known that deep learning models, such 

Convolutional Neural Networks (CNN), can 

automatically extract features and lower 

processing costs. In this study, we forecast 

human behaviours from the Wiezmann Dataset 

using the CNN model. In particular, we use 

transfer learning to get trained machine learning 

classifiers and deep image features. According 

to our test findings, VGG16 has a 96.95% 

accuracy rate. The great performance of VGG-

16 in comparison to the other CNN models that 

were used was also validated by our testing 

results. Index Terms: convolutional neural 

network, deep learning, and activity recognition. 

1. INTRODUCTION 

Human activity recognition (HAR) is an active 

research area because of its applications in 

elderly care, automated homes and surveillance 

system. Several studies has been done on human 

activity recognition in the past. Some of the 

existing work are either wearable based [1] or 

non-wearable based [2] [3]. Wearable based 

HAR system make use of wearable sensors that 

are attached on the human body. Wearable based 

HAR system are intrusive in nature. Non-

wearable based HAR system do not require any 

sensors to attach on the human or to carry any 

device for activity recognition. Non-wearable 

based approach can be further categorised into 

sensor based [2] and vision-based HAR systems 

[3]. Sensor based technology use RF signals 

from sensors, such as RFID, PIR sensors and 

WiFi signals to detect human activities. Vision 

based technology use videos, image frames from 

depth cameras or IR cameras to classify human 

activities. Sensor based HAR system are non-

intrusive in nature but may not provide high 

accuracy.  

Therefore, vision-based human activity 

recognition system has gained significant 

interest in the present time. Recognising human 

activities from the streaming video is 

challenging. Video-based human activity 

recognition can be categorised as marker-based 

and vision-based according to motion features 

[4]. Marker-based method make use of optic 

wearable marker based motion capture (MoCap) 

framework. It can accurately capture complex 

human motions but this approach has some 

disadvantages. It require the optical sensors to 

be attached on the human and also demand the 

need of multiple camera settings. Whereas, the 

vision based method make use of RGB or depth 

image. It does not require the user to carry any 
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devices or to attach any sensors on the human. 

Therefore, this methodology is getting more 

consideration nowadays, consequently making 

the HAR framework simple and easy to be 

deployed in many applications.  

 

2. LITERATURE SURVEY 

Hidden Markov Model (HMMs) methods have 

been largely used as the recognition techniques 

in the past because of its capability of temporal 

pattern decoding [7]. However, researchers are 

more interested in using deep learning 

techniques because of its ability to automatically 

extract the features and learn deep pattern 

structures [5] [7]. Deep learning methods have 

clearly ruled out traditional classification 

methods in the domain of computer vision [5] 

[8]. Deep learning techniques have been largely 

employed recently in the domain of computer 

vision and have achieved tremendous results. 

Therefore, video-based human activity 

recognition using deep learning models have 

gained a lot of interest in recent years [5]. 

Zhu et al. [4] proposed an action classification 

method by adding a mixed-norm regularization 

function to a deep LSTM network. One of the 

most popular deep learning methods in 

frames/image processing is Convolutional 

Neural Network (CNN). There have been 

several works that utilized 2D-CNNs that take 

advantages of spatial correlation between the 

video frame s and combine the outputs 

employing different strategies [9] Many have 

also used additional input such as optical flow to 

2D-CNN to get temporal correlations 

information [10]. Subsequently, 3D-CNN s [I I] 

were introduced that demonstrated exceptional 

results in the classification of videos and frames. 

Wang et al. [12] applied CNN to RGB and depth 

frames to automatically extract the features. The 

obtained features were passed through a fully 

connected neural network and achieved an 

improved accuracy. Ji et al. [13] proposed a 3D 

CNN model which perform s 3D convolutions 

and extract spatial and temporal features by 

capturing the motion information for activity 

recognition. Simonyan et al. [8] introduced 

ConvNet, a two-stream convolution layer 

architecture that could achieve good results 

despite of limited training data. Khaire et al. [14] 

proposed a model that train convnets from RGB-

D dataset and combined the soft max scores 

from depth, motion and skeleton images at the 

classification level to identify the activities. 

Karpathy et al. [15] proposed the extension of 

CNN architecture in the first convolutional 

layers over a 40 video chunk. Similarly, Tran et 

al. [16] used a deep 3D CNN architecture (quiet 

similar to VGGnet [17]) that utilise 

spatiotemporal convolutions and pooling in all 

layers to improve the accuracy of the model. 

3. PROPOSED SYSTEM 

Most of the vision-based HAR systems proposed 

in the literature used traditional machine 

learning algorithms for activity recognition. 

However, traditional machine learning methods 

have been outperformed by deep learning 

methods in recent time [5]. The most common 

type of deep learning method is Convolutional 

Neural Network (CNN). CNN are largely 

applied in areas related to computer vision. It 

consists series of convolution layers through 

which images are passed for processing. In this 

paper, we use CNN to recognise human 

activities from Wiezmann Dataset. We first 

extracted the frames for each activities from the 

videos. Specifically, we use transfer learning to 

get deep image features and trained machine 

learning classifiers. We applied 3 different CNN 

models to classify activities and compared our 

results with the existing works on the same 

dataset. In summary, the main contributions of 

our work are as follows: 

1) We applied three different CNN models to 

classify human recognition activities and we 

showed the accuracy of 96.95% using VGG-16. 
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 2) We used transfer learning to leverage the 

knowledge gained from large-scale dataset such 

as ImageNet [6] to the human activity 

recognition dataset. 

 

 
System architecture 

Transfer learning [18] is a method of transferrin 

g knowledge that a model has learned from 

earlier extensive training to the current model. 

The deep network models can be trained with 

significantly less data with transfer learning. It 

has been used to reduce training time and 

improve accuracy of the model. In this work, we 

use transfer learning to leverage the knowledge 

gained from large-scale dataset such as 

ImageNet. We first extract the frames for each 

activities from the videos . We use transfer 

learning to get deep image features and trained 

machine learning classifiers. For all CNN 

models, pre-trained weights on ImageNet are 

used as starting point for transfer learning. 

ImageNet [6] is a dataset containing 20000 

categories of activities. The knowledge is 

transferred from pre-trained weights on 

ImageNet to Weizmann dataset, since set of 

activities recognised in this work fall within the 

domain of ImageNet. The features are extracted 

from the penultimate layer of CNNs. The basic 

idea of transfer learning is as shown in above 

Figure. 

4. IMPLEMENTATION 

A. Dataset  

In order to evaluate the effectiveness of the 

models, we do experiments on benchmark 

activity recognition, namely Weizmann dataset. 

It consists of 90 low-resolution video sequences 

showing 9 different people performing 10 

activities namely, bend, jack (or jumping-jack ), 

jump (or jump-forward on-two-Iegs), p jump (or 

jump-in-place-on-two-legs), run, side (or gallop 

sideways), skip, walk, wave l (wave one-hand), 

and wave2 (wave-two-hands).We used nine 

actions (not including p jump jump-in-place-on-

two-legs) for our experiment. We first convert 

all videos into individual frames based on their 

activity.  

5.  Results 

In order to classify activities, we experiment 

with 3 different Convolutional Neural Networks 

(CNN) for activity recognition, namely VGG-

16, VGG-19 and Google’s InceptionNet-v3. We 

used transfer learning to leverage the knowledge 

gained from large-scale dataset such as 

ImageNet. Transfer learning technique transfer 

knowledge from pre-trained model to train a 

new domain in neural network. We performed 

experiment on Weizmann dataset using the 

knowledge learned from pretrained weights on 

ImageNet. The features are extracted from the 

penultimate layers of CNNs. We applied transfer 

learning on VGG-16 CNN model and achieved 

accuracy of 96.95% . For VGG-16, image of 

dimensions 224 × 224 is given as an input and 

features from fc1 layer are extracted which gives 

4096-dimensional vector for each image. 

We also applied transfer learning to other CNN 

models such as VGG-19 and Google’s 

InceptionNet-v3 to examine the performance of 

the different CNN models. VGG-19 and 

Google’s InceptionNet-v3 achieved 96.54% and 

95.63% respectively. Experimental results 

showed that VGG-16 performs better than the 

rest of the CNN models after all the models have 

been applied transfer learning.  
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We compared the results achieved from some of 

the other approaches that do not employed 

transfer learning on Weizmann dataset with our 

approach. The experiment results showed that 

applying transfer learning to the same dataset 

achieved better recognition scores. The 

recognition accuracy is improved by 1 − 6% by 

applying transfer learning.  

 

 
Confusion Matrix for recognising 9 activities on 

Weizmann Dataset using VGG-16 

Convolutional Neural Network 

 

 
Confusion Matrix for recognising 9 activities on 

Weizmann Dataset using VGG-19 

Convolutional Neural Network 

 
Confusion Matrix for recognising 9 activities on 

Weizmann Dataset using Inception-v3 

Convolutional Neural Network 

 

 

6. CONCLUSION  

To forecast the human activities using the 

Wiezmann Dataset, we employed CNN models. 

Three distinct Convolutional Neural Networks 

(CNN) were used in our activity recognition 

experiments. To get the deep picture features 

and trained machine learning classifiers, we 

have used transfer learning. According to our 

test findings, 96.95% accuracy was achieved 

with VGG-16 when transfer learning was used. 

According to our experimental findings, VGG-

16 performed better in feature extraction than 

other CNN models. In comparison to state-of-

the-art techniques, our experimental results 

using the transfer learning methodology also 

demonstrated great performance of VGG-16. 

By creating a context-aware recognition system 

to categorise human behaviours, we want to 

build on this research in the future. Additionally, 

we will broaden our scope to include 

sophisticated human activities like reading, 

cooking, and watching television. 
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