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Abstract—  

An important global public health concern, cervical 

cancer impacts women all over the globe. Cervical 

cancer is a deadly illness, thus identifying those at 

risk early on is crucial. the general population 

about this illness in order to avoid it. Health care 

providers and those in danger may both benefit 

from early prediction using an ML model. Utilizing 

a dataset from the UCI ML repository, eleven 

supervised ML algorithms are used to predict early 

dangers of this illness in this work. To forecast the 

early dangers, we scour the ML models and 

estimate performance metrics like ROC-AUC, re-

call, accuracy, and precision. The study's use of the 

Multi-Layer Perceptron (MLP) method with the 

default hyperparameters resulted in a prediction 

accuracy of 93.33 percent, according to the 

reasonable analysis that followed. The accuracy 

was 93.33% while using the hyperparameter tuning 

technique with Grid Search Cross Validation 

(GSCV), K-Nearest Neighbors (KNN), Decision 

Tree Classifier (DTC), Support Vector Machine 

(SVM), Random Forest Classifier (RFC), and 

Multi-Layer Perceptron (MLP).  

Keywords—Cervical Cancer, UCI repository, 
AnalyticalAnalysis, ML Techniques 

INTRODUCTION 
Cancer of the cervix, or cervical cancer, is a major 

public health concern that impacts millions of 

women worldwide.  

 

on a global scale, especially in less developed 

nations. Over 89% of the fatalities from this cause 

occur in non-developing countries, according to the 

World Health Organization [1]. Some 445,000 

cases were found in 2012, with new cases 

accounting for over 83% of ALL [2]. Period 

irregularities, abnormal bleeding, and abnormal 

menstrual patterns are all signs of cervical cancer. 

Therefore, cervical cancer may be detected with a 

pap smear test, which also reduces the chance of 

mortality by almost 90% and cervical cancer by 

60% to 90% [3]. Some major issues with this test 

include a lack of medical equipment, poor 

treatment, poor diagnostic repeatability, 

irresponsible maintenance, and the professionals 

giving the test becoming bored with it because of 

how it drones on and on [4]. Additionally, poor 

lifestyle choices might transmit the cancer-causing 

Human Papillomavirus (HPV). Condylomas, which 

release infectious virions, are an outward sign of 

high-risk HPV infection [5]. Although the number 

has decreased due to pap smear checks and HPV 

vaccination, the mortality toll is still too high [6]. 

Half of all cervical cancer occurrences in the US 

arise because people didn't check, and another 10% 

had never been screened before [7]. Consequently, 

many lives may be saved via the early detection of 

cervical cancer with the use of lifestyle information 

[8-10]. A significant input in this area may be 

achieved by gathering enough data, evaluating it, 

and discovering the underlying pattern [11–14]. 

Healthcare providers may now guarantee early 

diagnosis and treatment thanks to machine learning 

methods made possible by developments in data 

science [15–19].  

Automation and computer-aided diagnostic systems 

have been the subject of much study [20–23], with 

the hope that they may shorten patients' screening 

times [24–27] and make diagnoses more 

straightforward [28–31]. To predict the danger 

based on actions, Sobar et al. used a classifier. 

Their best accuracy was 91.67%, achieved by 

combining two industry-standard methods [32]. 

Using Pap smear pictures and the SVM algorithm 

for categorization, Kashyap et al. [33] proposed a 

technique and achieved a 95% accuracy rate. 

Nevertheless, a Pap smear test and a classifier 

based on Fourier-Transform Infrared (FTIR) 

spectroscopy were used by Njoroge et al. to 

achieve a total accuracy of 72% [34]. Conversely, a 
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model proposed by Fazal et al. [35] achieved a 

maximum accuracy of 99.5% by classifying the 

data using random forest (RF) classifiers and using 

DBSCAN and isolation forest as outlier removers.  

In addition, Wu et al. [36] found that SVM-PCA 

outperformed other models when they utilized three 

SVM-based approaches to identify and categorize 

four targets. Hyeon et al. created a model to detect 

cervical cell state in microscopic images by using a 

convolutional neural network and several machine 

learning classifiers. A maximum accuracy of 89.7 

percent was achieved [37]. Eleven supervised 

machine learning models were used in this 

research, including DTC, MLP, RFC, KNN, SVM, 

CatBoost (CatB), Gaussian Naïve Bayes (GNB), 

Gradient Boosting Classifier (GradB), AdaBoost 

(AdaB), XG Boost (XGB), and XG Boost with 

Random Forest (XGBRF), using provided datasets. 

Possible significant implications for ehealthcare 

system development and computer-assisted 

diagnostics are highlighted by the results.  

 

METHODOLOGY 
Obtainable via the UCI ML repository, the dataset 

details risk factors for cervical cancer [38]. There 

are a total of 72 cases in the collection, with 19 

characteristics, one of which is a goal column. With 

the exception of one, all of the characteristics have 

numeric values. Figure 1 shows the results of an 

exploratory data study that defined the association 

between features via the use of a correlation 

heatmap. The statistical information from the 

dataset is shown in Table I.  

TABLE I. DIFFERENT ATTRIBUTES 

 

Based on exploratory data analysis, the dataset was 

split 80/20 between training and testing ML 

systems. Two methods were used in this study: one 

relied on default ML algorithm hyperparameters, 

while the second one tuned hyperparameters using 

Grid Search Cross-Validation using a 10-fold 

technique. The train dataset is used to train eleven 

supervised machine learning algorithms, including 

DTC, GNB, RFC, KNN, SVM, CatB, MLP, GradB, 

AdaB, XGB, and XGBRF. The two hyperparameter 

methods, the default and the tweaked, are then 

tested on the same dataset to determine their 

respective performance metrics. Figure 2 shows the 

whole algorithm used in the paper.  

 

 

Fig. 1 Correlation heatmap of attributes 
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Fig. 2 Algorithm of the work 

 RESULTS & DISCUSSION 
The first method involves training and testing ML 

classifiers using the default hyperparameters of ML 

algorithms, and then evaluating and presenting the 

performance metrics in Table III. Figure 3 shows 

the ROC and Table II shows the confusion 

matrices. Table III shows that when compared to 

other algorithms, the MLP algorithms perform the 

best. Results show that MLP has the highest F1-

score (0.9524), re-call (1.000), accuracy (0.9333), 

and precision (0.9091) of all models. GNB, CatB, 

and GradB enhance recall, while RFC, SVM, and 

XGBRF maximize accuracy.  

In addition, the highest ROC_AUC achieved was 

0.9545 when the GradB algorithm was used.  

In the second technique, ROC was used in Figure 4 

and hyperparameter tuning was done using a 10-

fold GSCV method, as shown in Table IV. Then, 

the performance assessments were conducted. 

Based on the performance measures shown in Table 

IV, the DTC, RFC, KNN, and SVM achieved better 

accuracy (0.9333) and precision (0.9091) than all 

other ML models. On top of that, GradB maximizes 

recall and accuracy, much as XGBRF and GNB. 

The results obtained from the trials are rather good. 

It is clear that just one method, MLP, achieved the 

highest level of performance (accuracy) while 

using the default hyperparameters. Hyperparameter 

adjustment using the GSCV method, however, 

resulted in superior performance for a number of 

algorithms (DTC, RFC, KNN, SVM, MLP). 

Additionally, the second method improved the 

overall efficiency of ML algorithms.  

 

 

 

Fig. 3 Grid Search algorithm 

TABLE II. CONFUSION MATRICES OF ML 

ALGORITHMS 

 

TABLE III. ANALYSIS OF ML ALGORITHMS 

(WITHOUT TUNING) 
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TABLE IV. ANALYSIS OF ML ALGORITHMS 

(WITH TUNING) 

 

This is an important finding from the study that 

could lead to a more reliable, efficient, and accurate 

model for predicting the risk of cervical cancer. In 

order to help healthcare providers get a head start 

and make faster diagnoses, this study provides an 

analytical methodology to show how various 

machine learning classifiers can be used for risk 

prediction. 

 

Fig. 3 ROC (without hyperparameter tuning) 

 

Fig. 4 ROC (with hyperparameter tuning) 

This allows for the development of an intelligent 

support system and the introduction of an efficient 

healthcare management system, ensuring that 

individuals from all walks of life may enjoy 

effectively treating cancer.  

 

CONCLUSION 

For women all around the globe, cervical cancer is 

the biggest threat. Lessening the mortality toll from 

this illness is possible with early identification or 

risk prediction.In order to construct an accurate 

prediction model with the help of ML algorithms, a 

large amount of data is gathered and assessed. In 

order to foretell the threat of cervical cancer, this 

study evaluates eleven different supervised ML 

systems.The purpose of this research was to 

enhance the performance of classifiers by 

hyperparameter tuning using GSCV. The 

algorithms tested, including DTC, RFC, KNN, 

SVM, and MLP, achieved a maximum accuracy of 

93.33%. The most important thing that came out of 

this study is that predictions are more accurate and 

consistent, which might help with computer-aided 

diagnosis and make it a better tool for doctors. 

Nevertheless, extensive testing is necessary prior to 

its use in a clinical environment. The creation of an 

e-healthcare system depends on the completion of 

many future breakthroughs in this field, and further 

data collection may help with that.  
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