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ABSTRACT: 

 

This project aims to leverage machine learning, specifically Decision Tree Regressor and Classifier algorithms, to predictAir Quality 

Index(AQI) values usingthe dataset. AQI, a numerical indicator of air pollution levels, is influenced by various pollutants like 

particulate matter, sulphur dioxide, nitrogen dioxide etc. By cleaning and preprocessing the data, includinghandling non-standard 

formatsand missing values,the project ensuresdata accuracy for modeling. Through regression analysis, the model evaluates values 

and fit the data, while classification methodologies categorically identify factors influencing air quality. By integrating Decision Tree 

algorithms, known for their efficiency and scalability, this project not only enhances our understanding of air quality dynamics but 

also serves as a catalyst for proactive measures to mitigate health risks associated with air pollution. Through predictive insights and 

policy recommendations, it contributes to fostering a sustainable and healthier environment, promoting public health, and advocating 

for policy changes to address the adverse effects of air pollution. 
 

1. INTRODUCTION 
 

Credit card fraud detection has become increasingly critical due to the 

surge in financial transactions facilitated by e-commerce and web- 

based banking platforms. Fraudulent activities have evolved over time, 

with fraudsters continuously adapting their methods to evade detection 

systems. The challenge lies in developing innovative techniques to 

enhance the accuracy and efficiency of fraud detection systems.  

 
Fraud is defined as wrongful deception for financial or personal gain. 

Credit card fraud, particularly in digital transactions, involves illegal 

use of card details provided through telecommunication or websites.  

To combat fraud- related losses, two mechanisms are essential: fraud 

prevention, which proactively stops fraud, and fraud detection, which 

identifies fraudulent transactions post-attempt. Manual detection 

methods struggle with the vast volume of banking data, highlighting 

the importance of machine learning (ML)- based solutions. 

 
ML algorithms, such as LightGBM, XGBoost, CatBoost, and logistic 

regression, play a pivotal role in analyzing large datasets efficiently. 

The paper proposes a majority-voting ensemble learning approach 

combining these algorithms to improve fraud detection performance 

on real-world unbalanced data. Bayesian optimization is suggested for 

hyperparameter tuning to address data imbalance. XGBoost is  

preferred for its fast training speed and regularization features, while 

CatBoost excels without intensive hyperparameter adjustments. 

Deep learning techniques are utilized for fine-tuning parameters, 

ensuring the system adapts effectively. Evaluation metrics such as 

recall precision, ROC-AUC, F1-score, and MCC are applied to assess 

performance. The results demonstrate superior efficiency and 

accuracy compared to existing methods, fostering customer trust and 

minimizing losses for banks. The researchers further enhance 

accessibility by using publicly available datasets and sharing their 

source codes for broader use. 

In conclusion, the paper emphasizes the integration of advanced 

ML techniques and hyperparameter optimization to create robust, 

efficient fraud detection systems. These systems safeguard financial 

institutions and their customers against evolving threats in the 

digital landscape. 

2. RELATED WORKS 

The Related Works section highlights significant contributions in the 

field of credit card fraud detection. Researchers have explored 

various innovative models and strategies to improve detection 

accuracy, efficiency, and cost- effectiveness. 

Halvaiee and Akbari introduced the AIS-based fraud detection 

model (AFDM) utilizing the Immune System Inspired Algorithm 

(AIRS). This model enhances accuracy by 25%, reduces costs by 

85%, and minimizes system response time by 40%. Bahnsen et al. 

proposed a transaction aggregation strategy based on periodic 

behavior analysis using the von Mises distribution. They developed 

a cost-based evaluation criterion to assess fraud detection models. 
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Randhawa et al. compared machine learning (ML) algorithms like 

Naive Bayes, decision trees, and neural networks, proposing a 

hybrid method with AdaBoost and majority voting. They also 

introduced data noise for robustness evaluation. Porwal and 

Mukund used clustering methods to detect fraud, focusing on data 

consistency to identify changes in user behavior. They 

demonstrated the effectiveness of precision-recall curves over 

ROC as evaluation metrics. Another study proposed a group 

learning framework addressing dataset imbalance through parallel 

base estimator training. 

 
Itoo et al. tackled dataset imbalance using oversampling and tested 

ML algorithms like logistic regression, Naive Bayes, and K-nearest 

neighbors. Logistic regression outperformed others in metrics like 

accuracy and F1-score. Other researchers combined meta-learning 

ensemble techniques with a cost-sensitive learning paradigm, 

producing efficient results with acceptable AUC values.  

 

Altyeb et al. introduced a Bayesian-based hyperparameter 

optimization approach for tuning LightGBM, demonstrating strong 

results in metrics like ROC-AUC and F1-score on public datasets. 

Xiong et al. applied advanced feature engineering techniques, 

outperforming traditional models when tested on the IEEE-CIS fraud 

dataset. Viram et al. evaluated Naive Bayes and voting classifiers, 

showing superior performance of voting classifiers in metrics like 

accuracy. Verma and Tyagi analyzed supervised ML algorithms for 

imbalanced datasets, highlighting the efficiency of support vector 

classifiers. 

 
These approaches emphasize the critical role of advanced techniques 

like ensemble learning, feature engineering, and hyperparameter 

optimization in fraud detection. They address key challenges, such 

as imbalanced datasets and evolving fraud patterns, providing robust 

solutions. Overall, the works collectively highlight ongoing 

advancements and the potential of ML-driven methodologies to 

combat financial fraud effectively 

TABLE 1. Features of the credit-card fraud dataset that is used in this 

paper. 

 

 

Dataset 

These attributes are denoted as V1 through V28. Additionally, the 

dataset contains two untransformed features—“Time” and 

“Amount.” While “Time” measures the time elapsed (in seconds) 

between each transaction and the first transaction, “Amount” reflects 

the monetary value of the transaction. 

 

The “Class” variable indicates whether a transaction is fraudulent 

(1) or legitimate (0). Due to confidentiality, no background details 

about the dataset are available. The dataset is publicly accessible, 

offering a practical foundation for evaluating the proposed 

framework. 

 

This dataset contains only numerical input variables 

resulting 

from a principle component analysis (PCA) transformation. 

Unfortunately, the original features and background information 

about the data are not given due to 

con dentiality 

and privacy considerations. PCA yielded the following 

principal 

components: V1; V2; V28. The untransformed features with PCA 

are ``time'' and ``amount.'' The ``Time'' column 

contains the time (in seconds) elapsed between each 

transaction 

and the rst transaction in the dataset. The feature 

``Amount'' shows the transaction amount. Feature ``Class'' is the 

response variable, and it takes the value 1 in case of fraud and 0 

otherwise. The summary of the variables and features is presented 

in Table 1. 

Data Pre-Processing 

 
Handling imbalanced datasets poses a significant challenge in credit 

card fraud detection. Imbalance skews machine learning (ML) 

models, adversely affecting their ability to detect minority class 

instances accurately. Common approaches include undersampling 

and oversampling. 

 
While undersampling reduces data volume, it results in data loss. 

Oversampling, on the other hand, duplicates minority class data, 

which often does not enhance model performance. Synthetic 

Minority Oversampling Technique (SMOTE) addresses these 

limitations by generating synthetic samples, but it may inadvertently 

increase false-positive rates—a major drawback in customer-centric 

industries like banking. 

 

To mitigate these issues, the study employs class weight tuning as 

an alternative, effectively addressing data imbalance without 

introducing the limitations inherent in other methods. 

 

The "creditcard" dataset utilized in this study comprises 284,807 

transaction records collected over two days in 2013. Out of these, 

492 transactions are fraudulent, representing only 0.172% of the 

data, making it highly imbalanced. The dataset includes numerical 

attributes derived through Principal Component Analysis (PCA). 
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FIGURE 1. Summary of the related works on fraud detection in banking industry with machine learning techniques. 

 

 

FIGURE 2. Proposed framework for credit card fraud detection. 
 

Feature Extraction and Selection 

 

Feature extraction involves transforming the “Time” variable to 

include transaction hour information, offering greater analytical 

insight. As the dataset does not provide feature descriptions apart 

from “Time” and “Amount,” feature selection plays a crucial role in 

improving detection accuracy. 

 
The Information Gain (IG) method is employed for feature 

selection. IG quantifies the predictive power of each feature by 

analyzing the class (fraudulent or legitimate) associations, ultimately 

identifying the most relevant attributes for classification.  

 
This technique reduces the dimensionality of the training data 

while ensuring computational efficiency. The study evaluates the 

top six features determined by IG for their contribution to fraud 

detection. 

Algorithms and Hyperparameter Optimization 

 

The framework incorporates three machine learning algorithms: 

Logistic Regression, LightGBM, and XGBoost, with hyperparameter 

tuning achieved through Bayesian optimization. 

 

1. Logistic Regression: 

 
This statistical method models the relationship between a binary- 

dependent variable and one or more independent variables.  

Due to its limitations in handling imbalanced data, 

hyperparameter tuning is used to adjust class weights, enhancing 

performance in this context. 
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2. LightGBM: 

 
Light Gradient Boosting Machine (LightGBM) is a highly 

efficient implementation of the Gradient Boosting Decision Tree 

(GBDT) framework. It is specifically designed to handle large- 

scale datasets and deliver high computational performance in 

scenarios involving complex prediction tasks. LightGBM 

differentiates itself by adopting a histogram-based algorithm, 

which partitions continuous features into discrete bins, thereby 

reducing memory usage and speeding up training processes. 

 
This approach ensures that the algorithm can efficiently 

process vast amounts of data without being hindered by 

computational bottlenecks. 

 

3. XGBoost: 

 
eXtreme Gradient Boosting (XGBoost) is a widely used machine 

learning algorithm renowned for its speed, accuracy, and 

computational efficiency. It builds decision trees iteratively, 

correcting errors of previous models, a hybrid approach that 

refines predictions. XGBoost employs a parameter known as 

"max depth," which enables backward tree pruning to improve 

computational speed and performance. 

 
To control overfitting, XGBoost uses a regularization technique 

called "formalization," ensuring that the model is not overly 

complex. The hyperparameters tuned for optimization include 

learning rate, maximum tree depth, and the number of trees, 

alongside applying class weights to handle imbalanced data.  

 
The algorithm's parallel computing capability enhances 

efficiency, allowing for the simultaneous use of CPU resources 

during training, which makes it particularly effective for large 

datasets. 

 

4. CatBoost: 

 
Category Boosting (CatBoost) is an innovative gradient 

boosting algorithm that excels at managing highly unbalanced 

data and categorical features. Proposed by Prokhorenkova et 

al., CatBoost incorporates Bayesian estimators to address 

overfitting issues effectively. The algorithm is capable of 

handling data of diverse types and formats and does not require 

extensive pre-training, unlike other machine learning models. 

 

Moreover, CatBoost features both CPU and GPU 

implementations, with the GPU version enabling much faster 

training speeds compared to other algorithms like XGBoost and 

LightGBM. 

To further enhance its performance, random permutation of the 

dataset is utilized, combined with class weight hyperparameter 

tuning to manage data imbalance problems. CatBoost's 

computational efficiency makes it a competitive choice for 

large-scale fraud detection projects. 

 

5. Majority Voting: 

 
Majority voting is an ensemble learning technique that combines 

the predictive power of multiple classifiers, thereby reducing 

errors and producing more reliable results compared to single 

algorithms. It is implemented through parallel training and 

evaluation of classifiers, using the unique advantages of each 

algorithm. The final prediction outcome is determined through 

two strategies: hard voting and soft voting. 

 

Hard voting relies on predicted class labels to vote for the 

majority law, whereas soft voting uses probabilistic predictions 

summed through the "Argmax" function, yielding class labels 

based on the highest averaged probability across classifiers. 

 
This technique, especially when applied to well-calibrated 

classifiers, enhances fraud detection accuracy significantly.  

7.Deep Learning: 

 

Deep learning is a subset of machine learning algorithms 

featuring multi-layered artificial neural networks (ANNs). It is 

particularly suited for complex tasks like fraud detection in 

financial transactions, utilizing big data efficiently.  

 
Inspired by biological neurons, deep learning networks consist of 

interconnected processing units that discover hierarchical 

representations. Each layer learns intermediate concepts to 

refine predictions. In this framework, a sequential model is used 

to construct the ANN, incorporating dense layers and activation 

functions like Relu and Sigmoid. 

 

Relu outputs zero for non-positive values, while Sigmoid scales 

outputs between zero and one, ideal for binary classification 

tasks. The model's weights are initialized using "kernelinitializer," 

ensuring efficient random weight assignment. 

 
To address data imbalance, class weights are set to a 1:4 ratio 

between majority and minority classes, optimizing model 

performance and processing speed. Hyperparameters such as the 

number of layers, neurons, epochs, and batch size are fine-tuned 

using Bayesian optimization to enhance speed and efficiency. 

For training, Adam's optimizer and binary cross-entropy are 

employed to refine the learning process 
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TABLE 3. Details of our deep learning model used in the paper are 

provided. The total parameters are set to 7593, and all are trainable. 

Evaluation Metrics: 

While widely used, accuracy can be misleading for highly 

imbalanced datasets, as detecting even a single fraudulent  

transaction may disproportionately inflate the score.  

 

Recall: 

 

Recall measures the model’s ability to identify actual fraudulent 

transactions effectively. It is defined as: 

Recall = TP  

TP + TN 

 
The evaluation of the proposed credit card fraud detection model is 

performed using a cross-validation test. Specifically, a stratified 5- 

fold validation approach is applied to ensure reliable performance 

comparisons on the unbalanced dataset. This method involves 

dividing the dataset randomly into five equal subsets while 

maintaining proportional representation of samples across both 

legitimate and fraudulent transaction categories. During each step 

of the validation process, one subset (representing 20% of the total 

dataset) is reserved as validation data to evaluate the model’s 

performance, while the remaining four subsets (80% of the dataset) 

are used for training purposes. 

 
This process is repeated across all five subsets, and the final 

evaluation result is computed as the average performance of the 

model across these folds. This ensures robustness and minimizes 

biases caused by data distribution discrepancies. To fairly 

compare the proposed model’s effectiveness, various metrics 

are employed to evaluate classification performance 

comprehensively. These include Accuracy, Precision, 

Recall, F1-Score, Matthews Correlation 

Coefficient (MCC), and ROC-AUC diagrams. Fraudulent 

transactions (positive samples) and legitimate transactions 

(negative samples) are classified based on the following 

definitions: 

 
True Positive (TP): Fraudulent transactions correctly 

classified as fraudulent. 

False Positive (FP): Legitimate transactions incorrectly 

classified as fraudulent. 

True Negative (TN): Legitimate transactions correctly 

classified as legitimate. 

False Negative (FN): Fraudulent transactions mistakenly 

classified as legitimate. 

 

Accuracy: 

 

Accuracy quantifies the total number of correct predictions made 

by the model, expressed as the ratio of TP and TN to the total 

samples in the dataset: 

 
Accuracy = TP + TN  

TP + TN + FP + FN 

Precision: 

 
Precision evaluates the reliability of positive predictions, measuring 

the proportion of correctly identified fraudulent transactions out of 

all predicted positives: 

Precision =  TP  

TP + TN + FP + FN 

 

F1-Score 

 
The F1-Score provides a balanced measure by calculating the 

harmonic mean of Precision and Recall. It emphasizes both false 

positives and false negatives: 

F1-Score = 2 {Precision} x{ Recall} 

Precision+Recall 

 

Matthews Correlation Coefficient (MCC): 

 
MCC offers a balanced evaluation of classification performance, 

considering TP, TN, FP, and FN, particularly for imbalanced 

datasets: 

MCC =  TP x FP-FP x FN  

(TP + FP)(TP + FN)(TN + FP)(TN + FN) 

ROC-AUC: 

 

This graphical plot represents the True Positive Rate (TPR) against 

the False Positive Rate (FPR) across different thresholds. 

 
While it demonstrates the model’s ability to separate classes 

effectively, it is not suitable for fraud detection due to its focus 

solely on positive values. 

Precision-Recall Curve: 

 
This graph visualizes precision rates on the y-axis and recall rates 

on the x-axis, enabling detailed comparisons of classifier 

performance. Since no single indicator can simultaneously describe 

TP, TN, FP, and FN, MCC is preferred for its balanced evaluation 

in two-class problems, even when the dataset classes are 

disproportionately sized. 
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FIGURE 4. ROC_AUC curve. 

Accuracy Accuracy quanti es the total performance of 

the classi er and is de ned as the number of correct predictions 

made by the model. When dealing with data that isn't balanced, 

this criterion doesn't give good results because it also gives a high 

value if even one fraudulent transaction is found. Recall shows the 

ef  ciency of the classi  er in detecting actual fraudulent 

transactions. Precision measures the reliability of the classi er and 

F1- Score is the harmonic average of recall and precision measures, 

that considers both false negatives and positives.  

 

ROC-AUC is a measure of separability that demonstrates the 

model's ability to differentiate between classes [15]. 

ROC-AUC is a graphical plot of the false positive rate (FPR) 

and the true positive rate (TPR) at different possible levels [17]. 

The area under the ROC curve is not a suitable criterion for 

evaluating fraud detection methods since it only considers 

positive values. 

 
The precision and recall curves are commonly used to compare 

classi ers in terms of precision and recall. Usually, in this two- 

dimensional graph, the precision rate is plotted on the y-axis and 

the recall is plotted on the x-axis. There 

is no good way to describe the true and false positives and negatives 

using one indicator. One good solution is to use MCC, which 

measures the quality of a two-class problem, taking into account 

the true and false positives and negatives. It is a balanced 

measure, even when the classes are of different sizes [6]. 

 

Experimental Results and Discussion: 

 

This section evaluates the performance of the proposed credit card 

fraud detection framework using stratified 5-fold cross-validation 

to ensure robust assessments of the unbalanced dataset. To 

optimize accuracy and efficiency, boosting algorithms, combined 

with Bayesian optimization, were utilized to fine-tune 

hyperparameters. 

The experiments systematically evaluated individual algorithms 

before integrating them using a majority voting ensemble approach. 

Performance assessments were conducted under both double 

precision and triple precision configurations, ensuring 

comprehensive validation of the framework. 

 

 

 

 

FIGURE 5. Precision_Recall curve. 

 

 

FIGURE 6. Performance comparing algorithms with different 

evaluation criteria. 
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TABLE 4. Performance evaluation of algorithms. 

 

 

TABLE 5. Deep learning model results. 

 
The precision-recall curve is illustrated in Fig. 5 and shows the system 

performance in a more precise manner compared with the ROC -AUC curve. 

However, the results cannot be cited because false negatives are far from the 

view of this diagram. As Fig. 5 shows, the highest value belongs to the 

combination of the CatBoost and LightGBM algorithms with a value 

of 0.7672, and the lowest value belongs to logistic regression and is 

0.7361. 
 

Comparing the precision, recall, and F1-score as well as 

the MCC, the algorithms used are shown in Fig. 6. The best performance is 

related to the combination of lightGBM and XGBoost algorithms, which 

have an MCC value of 0.79 and an F1-score of 0.79. In individual 

algorithms, XGBoost has the highest values. According to the digits 

obtained in Table 5, deep learning has achieved better performance 

compared with individual algorithms and majority voting ensemble  

learning. The MCC and F1-score metrics have values of 0.8129 and 0.8132, 

respectively. The area under the ROC curve in the deep learning method is 

illustrated in Fig. 7 and shows a value of 0.9401. 

 

 

TABLE 6. Performance comparison of the proposed approach and 

the method presented in [17]. 

 

FIGURE 7. ROC curve of deep learning. 

 

FIGURE 8. Precision- recall curve of deep learning. 

 

 

FIGURE 9. Performance comparison of the proposed 

approach with the paper [17] based on the different 

evaluation criteria. 

 
The diagram of the Precision-Recall curve is shown in Fig. 8, 

and shows the value as 0.7922. 

 

The evaluation results of the proposed approach using different 

pre-processing and class weight hyperparameter tuning to deal 

with the problem of data unbalance compared to the paper [17] 

are shown in Fig. 9. The results show improvement of both 

methods compared to the method presented in [17]. 

 
According to the Table 6, it is shown that the proposed 

methods outperform the intelligence method presented in 

[17] using common metrics and a public dataset. 
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Conclusion and Future Work: 

 
This study addressed the critical issue of credit card fraud detection 

using real-world, unbalanced datasets. We proposed a machine 

learning-based approach to improve detection performance and 

reduce computational costs. The experiments were conducted on a 

publicly available "credit card" dataset containing 28 features, with 

fraud data constituting only 0.17% of the total records. Two 

primary methodologies were explored: 

 

LightGBM with hyperparameter tuning and the integration of a 

majority voting ensemble. Additionally, deep learning techniques 

were leveraged to enhance the system's predictive accuracy further. 

 
The LightGBM model was optimized using class weight tuning, 

enabling it to handle the significant class imbalance more 

effectively without relying on conventional sampling methods. 

Common evaluation metrics, such as accuracy, precision, recall, 

F1-score, and AUC, were employed to quantify the model's 

performance. The experimental results indicated a substantial 

improvement: the LightGBM model demonstrated a 50% 

enhancement in fraud detection rates and a 20% increase in the F1- 

score compared to methods recently presented in the literature [17]. 

 

Furthermore, the majority voting ensemble significantly 

improved the detection accuracy by leveraging the strengths of 

multiple machine learning algorithms. Deep learning methods 

demonstrated superior robustness, with Matthews Correlation 

Coefficient (MCC) values and F1-scores reaching 0.8129 and 

0.8132, respectively. These results confirm that deep learning, 

when combined with optimized algorithms like LightGBM and 

XGBoost, provides a scalable and efficient solution for fraud 

detection. The MCC metric, tailored for unbalanced datasets, 

emerged as a stronger and more reliable evaluation criterion 

compared to other metrics. 

Future Work 

To expand upon this research and address its limitations, we 

propose the following directions for future work: 

 

Exploration of Additional Hybrid Models: Investigate new 

combinations of machine learning and deep learning models. 

Special attention should be given to the integration of CatBoost, 

with a focus on tuning additional hyperparameters, such as the 

number of trees, to optimize performance further. 

 
Improved Hardware Utilization: Due to hardware constraints 

during this study, experiments were conducted with limited 

computational resources. Employing advanced hardware, such as 

GPUs or TPUs, can accelerate training processes and enhance the 

accuracy of future models, enabling more comprehensive 

experimentation. 

Dynamic Feature Engineering: Extend the feature extraction 

techniques by incorporating external factors such as user  

behavioral patterns, geographical information, or real-time 

transaction tracking, which may enhance the fraud detection 

capability. 

Ethical and Explainable AI: Develop interpretable machine 

learning models that provide clear explanations of fraud detection 

decisions, ensuring ethical implementation and compliance with 

financial regulations. 

Large-Scale Benchmark Datasets: Validate the proposed 

methodologies on larger and more diverse datasets from various 

domains. This would ensure the generalizability and scalability of 

the approach across multiple financial systems. 

Real-Time Fraud Detection: Explore advancements in real- time 

fraud detection by improving inference speeds and integrating 

detection systems into live financial environments. Adaptive 

frameworks that can evolve dynamically with changing fraud 

patterns would further improve accuracy. 

By implementing these directions, future studies can address 

current limitations, optimize fraud detection techniques further, and 

contribute to creating more robust and scalable solutions to protect 

financial ecosystems. 
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