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Abstract—

Our study's overarching goal is to learn more about
the potential of machine learning techniques for
deciphering the underlying attitudes and emotions in
human thought. Positive, negative, and neutral user
attitudes were all included of the data set collected
from online forums and social media sites for the
research. Data sentiment analysis made use of a
number of machine learning methods, such as Naive
Bayes, Support Vector Machines, RNNsS,
Convolutional Neural Networks, and Long Short-
Term Memory Networks. Some algorithms
performed better with shorter texts like tweets, while
others functioned better with longer texts like news
stories, according to the research. The effectiveness
of these algorithms varied based on the kind of data
being studied. Combining many algorithms might
enhance sentiment analysis accuracy, according to
the research. The results suggest that machine
learning techniques may be a powerful tool for
studying human emotions and thinking; this has
important implications for many fields, such as
advertising, politics, and psychology. In this post, we
will take a look at sentiment analysis techniques in
detail. Examining and classifying existing methods
while contrasting their advantages and disadvantages
is the goal of the review. The goal is to learn more
about the problems in the field so we can figure out
how to fix them and where to go from here. We also
provide a number of criteria that may be used to
assess the merits and demerits of each approach
within its category, which will make this study much
easier.

Keywords—  Sentiment  Analysis, Machine
Learning, Classification, Thoughts, Decision
Making

I. INTRODUCTION

The goal of sentiment analysis, also known as
opinion mining, is to glean from text data the feelings
and thoughts that individuals have about a certain
subject or product. As the number of social media
platforms continues to skyrocket, sentiment analysis
has taken center stage as people and companies try to

gauge public opinion on various ideas, goods, and
services. In this piece, we'll go into the ways
sentiment analysis on human ideas may be
accomplished using machine learning approaches.
From more conventional approaches like rule-based
methods to more cutting-edge ones like deep
learning, we'll explore it all in the context of
sentiment analysis. Readers will walk away from this
essay with a firm grasp of the cutting-edge methods
for sentiment analysis and how to put them to work
for precise human thinking analysis. Using tools from
the fields of natural language processing,
computational linguistics, text analysis, and biometric
analysis, sentiment analysis systematically detects,
extracts, measures, and examines subjective content
and emotions. A number of fields and types of
information, including healthcare, internet and social
media data, and "voice of the customer" materials
like reviews and survey replies, often use this method
for evaluation. Sentiment analysis is now possible
even in more difficult data domains, thanks to deep
language models like RoBERTa. This is especially
true for news writings, where writers may not be so
forthcoming with their ideas. With the proliferation
of social media comes a deluge of user-generated
textual data, making sentiment analysis a challenging
task. Deep learning algorithms and approaches for
sentiment analysis are the focus of this study. These
methods are designed to be more flexible to changing
inputs. Data labeling and processing are
accomplished by these algorithms using unigrams,
bigrams, and n-grams. As shown in the image below
(Fig 1), machine learning approaches are often used
for positive/negative sentiment prediction and binary
classification.

< Positive

' Neutral

Fig. 1. In General Sentiments Classifications
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Machine learning, dictionary-based, and hybrid
approaches are the three primary types of sentiment
classification methods. In machine learning
approaches, well-known ML algorithms and
language characteristics are used. The dictionary-
based approach makes use of mood dictionaries.
("dictionaries" of known, pre-compiled mood words).
Two main categories exist for determining the
polarity of sentiment: those that rely on corpora and
those that use dictionaries and statistical or semantic
methods. Most methods depend significantly on
mood lexicons, and the hybrid approach that
combines the two is rather common. Figure 2
displays the research area's adoption of sentiment
analysis during the last thirteen years.

|PREresn e Timie

Fig. 2. Google Trends result for “Sentiment Analysis’ of last 13 years
In Chapter 1, we introduced the subject of survey in
this article. In Chapter 2, we conducted a detailed
survey. The third chapter provides a thorough
evaluation of the ML algorithms utilized for opinion
mining and sentiment analysis. Chapter 4 presents the
study's evaluation, and Chapter 5 wraps up our work
and discusses the survey's potential future
applications.

II. DETAILED SURVEY OF ML TECHNIQUES

In order to compare several machine learning
methods for thought categorization effectively, we
conducted a thorough study. This one makes use of
34 qualitative research articles from 2010-2021, all
published in SCI journals. The results and
categorization based on the survey are shown in table
1.
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TABLEI DETAILED SURVEY OF ML TECHMIQUES FOR THOUGHTS
CLASSIFICATIONS

S. SURVEY OUTCOME

N

0.

1 Reference SCT Journal Algorithms

Used

Hassan A | Computational Markow
and Radev | Linguistics Fandom Walk
D Model
(20109

Findings: Using a Markov randem walk model on a detailed
graph of word connections. you can create a measurement of
polarity for mdividual werds. This model has a significant
advantage in that it can quickly and accurately determine a
word's polarity, including its direction and intensity. This
approach can be used in both supervised scenarios, where a
set of labeled words is available for training, and
wnsupervised scenarios, where only a few seed words define
the two polarity categories. The effectiveness of the model
is d through expeniments using a collection of
positively and negatively labeled words.

Classification Outcomes: Positive and Negative
Classifications Of Sentiments
2. Reference SCT Journal Algorithms
Used
Kisioglu P | Expert System Bayesian
and Topew | Applications Belief
YI(2011) Network
Lijewvirg | svetewuan

Findings: The aim of this research was to use a Bavesian
Belief Network to detect which customers are likely to leave
a telecommunications company. To achieve this, data from
a Turkish telecommunication provider was collected. Since
the Bayesian Belief Network onlv works with discrete
variables, continwous variables were transformed into
discrete variables nsing the CHAID (Chi-squared Automatic
Interaction Detecter) algonithm  Additionally, a caunsal map
was created as the foundation of the Bayesian Belief
Netwerk, based on the results of correlation analysis,
multicollinearity tests, and expert opinions.

Classification Outcomes: Customer churn analysis on
parameters Place of residence,

Age. Tenure. Tariff type, Average billing amount. Trend

in billing amount, Averageminutes of usage. Average
frequency of usage and a dependent variable chum.

3. Reference SCT Journal Algorithms
Used
Chen LS et | Joumal of Informetrics | A method that
al. (2011) uses neural

networks to merge
the benefits of
machine learning

methods and
semantic
crientation index
(S0I).

Findings: The effectiveness of semantic ortentation indexes
1s limited, however, they are able to produce results rapidly.
On the other hand. machine learning approaches offer more
accurate classification. but necessitate a significant amount
of training time. To harness the benefits of both methods. a
newnral-network centered method was suggested in this
research.

Classification Outcomes: Positive and negative classes for
blogs
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D(2011) Processing and approach
Management

Findings: The author snggested a new method that
involves framing an initial classifier vsing a sentiment
lexicon and generalized expectations for the sentiment
labels. Highly confident document classifications are
then wtilized as pseudo-labeled examples for cbtaining
domain-specific features in an automated manner. This
self-traming techmeoue 1s applied to both movie-review
and pmiti-domain sentiment datasets.

Classification Ountcomes: Positive and negative polarity on
cotpus

Reference | SCT Journal Algorithms
Used

Ren F. | Computer Speech and Hierarchical

Eang X | Language Bayesian

(2013) S Network, SVM.
Naive Bayes

—
4. Reference SCI Journal Algorithms
Used
Wan X | Computational Co-
(2011) Linguistics training
approach
outperform
ed over
basic
methods(in
cluding
lexicon-
based
methods
and
Cotpus-
based
methods)
and
transductive
methods.
Findings: Suggest ntilizing a bilingual co-training strategy
that incorporates both English and Chinese perspectives by
utilizing more unlabeled Chinese data. The effectiveness of
the suggested approach was demonstrated through
experiments on two test sets. where it performed better than
basic and transductive methods.
ClassiﬁcaﬁoP Outcomes: Positive andlnrgative sentiments
5. | Reference | SCI Journal Algorithms
Used
Speriosu M | Computational Label
and Sudan | Linguwistics Propagation
N et approach
al.(2011) with twitter
follower graph
Findings: The suggested method employs label
propagation to integrate labels from a maximum entropy
classifier that was framned on imprecise labels,
knowledge about the types of words stored in a lexicon,
and the Twitter follower graph. The results of tests on
different datasets for polarity classification reveal that
owr label propagation technique is similar in
performance to a model tramed on marked tweets within
the same field and it surpasses both the imperfect
supervised classifier that it utilizes and a polarity ratio
classifier that is based on a lexicon.
Classification Outcomes: Positive and negative opinions
6. Reference SCI Journal Algorithms
Used
He Y. Zhou | Information Self-training

Findings: In this study, the researchers wtilized Hierarchical
Bayesian networks to generate the hidden topic and emotion
variables. The suggested approach, which aims to detect a
solitary emotion, demonstrates superior performance
compared to conventional supervised machme learning
models such as SVM and Naive Bayes. Additicnally, the
authors were able to obtain promising outcomes in detecting
wtricate emotions using another model. They put the model
to the test on a dataset called Ren-CECps, comprising 1487
Chinese blog articles.

Classification Outcomes: Emotions: Joy, hate, love,
SOfTOW, anxiety, surprise, anger. Expect
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g | Reference Algorithms
Used
Moraes R, | Expert System | SVMand ANN
Valiati JE, | Applications
Neto WPG
(2013)
Findings: The avthors conducted an empirical study to
compare the effectiveness of SVM and ANN in document-
level sentiment apalysis. They examined the necessary
conditions, the models generated. and the circumstances
under which each approach delivered higher levels of
accuracy in classification. They vsed a standard evaluation
framework, including common supervised methods for
feature selection and weighting in a conventional bag-of-
words model. SVM was found to outperform ANN.
Classification Outcomes: Positive and negative documents
g | Reference | SCTIndexed Alzorithms
Used
Kalchbr Proceedings of Dynamic CNN
enner N, the 52ndannual
Grefenst meeting of the
ette  E, association for
Blunso computational
m P linguistics
(2014)
Findings: Conduct four different experiments to evaluate
the performance of DCNN (Dypamic CWN): predicting
sentiment for binary and mwlti-class datasets at a small scale,
classifving questions mfo six categories. and predicting
sentiment for tweets using distant supervision. The DCNN
displays outstanding performance in the first three tasks and
surpasses the strongest baseline by more than 23% in
reducing errors for the last task.
Classification Outcomes: Positive, newtral and negative
sentiments
1 | Reference | SCIJournal Algorithms
i. Used
Hajmoham | Engineering multi-
madi  MS. | Applications of | view
Torahim B, | artificial Intelligence SeqI-
SelamatA( supervise
2014) d leaming
approach
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Findings: Suggzest a fresh approach that emplovs annotated
data from varions source languages in a multi-perspective,
partially supervised leaming tfechmique to mclude
unannotated data from the intended language info the
education process. This innovative mode] was implemented
on datasets contaning book reviews i four distinet

languages.
Classification Ontcomes: Positive and negative senfiment
classification
1 | Reference | SCI Journal Algorithms
1 Used
LiG L F | Application K-means
(2014) Intelligence Clustering

Findings: Thiz passage described the introduction of novel
techniques aimed at enhancing the capabilities of
clustering-based sentiment analvsis in two wavs. The first
involves the application of methods to process opposing
opimions and non-opinion content, thereby improving
accuracy. The second involves the use of a modified voting
mechanism and distance measurement approach fo enable
more precise (three-class) sentiment amalvsis. These
techniques were implemented using the k-means clustering
algorthm.

Classification Outcomes: Sentiments classifications as
positive, negative and nentral

o I rea 1 ! ] .

Table 1 provides an overview of contemporary
supervised learning-based opinion mining research.
Journal  articles, algorithms, reviews, and
classification findings are some of the criteria used to
compare the studies.

III. COMPARATIVE ANALYSIS
TECHNIQUES

The machine learning algorithms included in the
aforementioned survey of table 1 were subjected to a
comparative analysis based on evaluation criteria,
benefits, and disadvantages. Figure 3 displays the
machine learning approaches that were retrieved
from this investigation.

OF ML

= Mazkov Bandom Walk Modal

= Bayesian Belief Netwerk

= Nouwral Hetwork

= Ce-Training Approach

= Lakal Propagation Approach

= Salfwaining Approach

= Suppont Vector Maching

= Mamve Bayes

= Muld-View wod mpendied lsaming
* Role-based Approach

* Grapk-Based Samd suparvised Leaming Approach
= E-nsarest Naighbor

= Multipls Eemel Learning

* Tramsfiar Learning

Extracted Machine Learning
Techniques from this detailed study

Fig 3. Extracted Machine leaming techniques from this study
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Following table summarizes the comparative analysis
of ML Techniques from this study.

TAELED COMPARATIVE ANALYSIS OF ML TECHNIQUES
FOR THOUGHTS CLASSIFICATIONS
5 Machine |Advantages Drawbacks | Ascpsemm
No. Learning Analy
Technigue
g
Learning
Algorithm
1. 1. The model 15 As This C
MarkovRa | highly versatile |additional be
ndom and  produces |siates and | employe
W sequences  that fipteractions | to
Model (Ref resemble  real- [between examine
1) world  usage. |otates are | various
provided that it finyroduced, | decision
accurately the situation | scenario
reflects becomes inchudin
operational increasingly | marketis
behavior. intricate. nses
center
2. The model 15 custome
founded on a loyalty
structured a speci
stochastic brand
process, for product,
which  there shop,
exists ai provid
analytical
theory.
2. | Bayesi |INeed only 2 |Capable of [Even w
handling
few
continuous
variables
3. [Newral 1.Good 1 Difficult 1. It takes
Network( | performance  |implementa [longer  to
Ref 3, | against tion and fram  than
891819, | nose indata [nterpretati  pthers
24,28 30, 2 .Quick on Technique
31.33) executiontime |7 High [
MEemory Convolutiona
usage i neural
networks are
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il viable
altemative to
pvercome
EXpensive
Co-Training Achieve high |1 Poor 1.  Very
Approach( lassification performance  gensitive fo
Refd21) jaccvracy with a  |on  datasets ata
very  limited [withonly one [ Different
mumber of [unigue view [Accuracy
labeled data 2 Many for Simple
features nmst pod
be available [Complex
for optimal [Domains
performance.
Label Advantages in  |The A semi-
Propagation fterms of how |disadvantag  pupervised
Approach  juickly it rns  [e of this &5 Jeaming
with twittefand how liftle |[that it only plgerithm
follower  [mowledge of |generatesan |fhat works
eraph ( Refthe structure 15 |amalgam of [well
5) meeded i |different
advance  (no  [answers.
parameters are
meeded).
Self- 1. Ease of the [l Thereisa ([Traditional
traiming  fechnique chance fo  pelf-fraining
Approach |2 There is no [strengthen  fechniques
l:RE‘f EIJ dE‘pE’ﬂdE‘ﬂCE‘ ong [the mpul function
klazsification sample if it poorly.
imodel contains an
erTor.
2. Alert to
anomalies

903



http://www.ijasem.org/

INTERNATIONAL JOURNAL OF APPLIED
SCIENCE ENGINEERING AND MANAGEMENT

ISSN 2454-9940

Www.ijasem.org
Vol 19, Issue 2, 2025

9

Support 1. Training thatis |1.  You (1. Excellen :.i;ue-. - : The aﬂah,u';“
Vector relativelv simple  [must select fesults from 7 Does  not ;';ﬂml{’ﬁﬂ 7 The
Machine  [2. The ability to |the proper fhe need to be | g that the | outcomeis
(Ref reneralize well in Kemgl Experiment. aware of the | gumber of | vnsuprisi
7814 bDﬂl.fhEUﬂ' and [function. class of 2 | clusters iz | nely
16,1021, [practice ) A - document knownand | vostable
15.28.30) 3. Not being [slowdown  Outperform beforehand censitivity | and
highly reliant on clﬂuseFi by a fog . the 3. Requires m0 | ¢, IJ;Le inaccurate
the number of |rise in the plternatives formal cnitial
features in a [samplesize | terms of training
£ centre
datazet. 3. benefits process oints
Interpretatio 4 Little E C ¢
0 issue memory  is - £ e
g Naive 1. Simple to [I.  Compley Although needed g: GTon-
Bayes( comprehend in |implementation| primary
Ref728) | intricate areas knowleds Convex
: 5 Highly 2. u 'i‘ clusters
beneficial for [Considering | pecessary, ah”‘idcl“”m*
extracting that each | the La;‘lli ¢
opinions feature 15 technique :nd B
expressed  in |independent s still well o
senfences effective. A ' A
1 . A oa
Straightforward result of the
to interpref. k'”i:clm'
random
. ) , - - centroids
0 I\:ri_ult_i- }hghl'l,' 5L:1]]_ed Choosing a Eﬂ:!p]-f}'l,'m_s selection.
View in la_ddreumg SOICe axanet}_w clustering
multilingual language perspectiv recults  ae
challenges and | with limited | s rather th: unstable.
o - lJ_-'[l].I.Zl.n_I% diverse | vocabulary rgl'l,mg = 11 [User Raster data |Plotting and | Work well
supervise linguistic assets. | and single - i . o !
d . o o] word model is less |display costs | in
mappropriat | perspectiv . . - .
compesiti | effective  at  |ean be | applicatio
¢ langvage | results on vector resentin; significant s for
leaming| will lead fo | favorable P 5 S ]
a failure ot model- topographic especially natural
Ref10) : e UWCVM | features than |when using | language
o, e Ref12) vector data. high-quality | processin
10, [K-means |1 Make them |1 It i | lAn colovr  and | g
" [Clusterin more insufficien | affordable CT055-
=z (Ref smitable  for tly , effective, hatching.
11.2528) large accorate if | and  very
datasets by | theqe are | practical IV. ASSESSMENT OF STUDY
performing ambiguitie | approach The most effective algorithm for sentiment analysis is
complexity of going to vary from one use case and data set to

another, according to the comprehensive study. The
researchers have evaluated the following methods for
sentiment analysis: 1. Naive Bayes: Sentiment
analysis often makes use of this method due to its
simplicity and efficiency. Using the document's word
frequency, it determines the likelihood of the
document belonging to a certain emotion group.
2. SVMs: This method finds a hyperplane that
divides the data points with positive and negative
sentiment. SVMs shine when presented with datasets
that have a large number of dimensions.
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Thirdly, RNNSs, or Recurrent Neural Networks, are a
subset of deep learning algorithms that use sequential
processing to interpret text input. Because of this,
they are great for evaluating long passages of text
like social media postings or movie reviews.
4. CNNs: Another kind of deep learning algorithm
that may be used for sentiment analysis is the
Convolutional Neural Network (CNN). They
function by extracting meaningful words or phrases
from the text and use them to categorize the tone.
5. RNNs with Long Short-Term Memory (LSTM):
LSTMs are a subset of RNNs that excel at processing
lengthy text sequences, which makes them a good fit
for sentiment analysis in lengthier texts like news
articles or customer reviews.Keep in mind that these
algorithms' efficacy could change from one data set
and issue to another. Trying out many algorithms is a
great way to find the one that suits your needs the
most.

V. CONCLUSION AND FUTURE WORK

Extensive research on the classification of ideas using
machine learning methods and comparisons between
them are presented in this work. Tables 1 and 2
provide a summary of the work. The following
factors were considered and utilized by the
researchers based on this survey:

A few of the most common methods are Support
Vector Machine (SVM), Neural Network (NN),
Naive Bayesian algorithms, k-nearest Neighbor
(KNN), Long Short-Term Memory (LSTM),
Bidirectional =~ Encoder  Representation  from
Transformers (BERT), Hybrid Algorithms, and k-
means clustering. B. The most popular datasets are
culled from several internet sources and real-world
data sets, including Senwave, Twitter, Facebook, Big
Five, MBTI, IMDB, Amazon, and online
repositories. A few examples of often used
parameters include recall, accuracy, RMSE, and F1
score. Because most previous studies have
concentrated on people's feelings toward things
outside of themselves, we were able to identify a
significant vacuum in the literature. I want to present
the use of sentiment analysis to determine a person's
mental stability in decision-making in my future
study. Extending the usual results of sentiment
analysis is necessary for this aim. It is necessary to
create a new labeled dataset that will be subjected to
further examination, training, and testing using
machine learning techniques in order to accomplish
the goal of thought categorization in this area.
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