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Abstract—  

 

Our study's overarching goal is to learn more about 

the potential of machine learning techniques for 

deciphering the underlying attitudes and emotions in 

human thought. Positive, negative, and neutral user 

attitudes were all included of the data set collected 

from online forums and social media sites for the 

research. Data sentiment analysis made use of a 

number of machine learning methods, such as Naive 

Bayes, Support Vector Machines, RNNs, 

Convolutional Neural Networks, and Long Short-

Term Memory Networks. Some algorithms 

performed better with shorter texts like tweets, while 

others functioned better with longer texts like news 

stories, according to the research. The effectiveness 

of these algorithms varied based on the kind of data 

being studied. Combining many algorithms might 

enhance sentiment analysis accuracy, according to 

the research. The results suggest that machine 

learning techniques may be a powerful tool for 

studying human emotions and thinking; this has 

important implications for many fields, such as 

advertising, politics, and psychology. In this post, we 

will take a look at sentiment analysis techniques in 

detail. Examining and classifying existing methods 

while contrasting their advantages and disadvantages 

is the goal of the review. The goal is to learn more 

about the problems in the field so we can figure out 

how to fix them and where to go from here. We also 

provide a number of criteria that may be used to 

assess the merits and demerits of each approach 

within its category, which will make this study much 

easier. 

Keywords— Sentiment Analysis, Machine 

Learning, Classification, Thoughts, Decision 

Making  

 

I. INTRODUCTION  

 

The goal of sentiment analysis, also known as 

opinion mining, is to glean from text data the feelings 

and thoughts that individuals have about a certain 

subject or product. As the number of social media 

platforms continues to skyrocket, sentiment analysis 

has taken center stage as people and companies try to 

gauge public opinion on various ideas, goods, and 

services. In this piece, we'll go into the ways 

sentiment analysis on human ideas may be 

accomplished using machine learning approaches. 

From more conventional approaches like rule-based 

methods to more cutting-edge ones like deep 

learning, we'll explore it all in the context of 

sentiment analysis. Readers will walk away from this 

essay with a firm grasp of the cutting-edge methods 

for sentiment analysis and how to put them to work 

for precise human thinking analysis. Using tools from 

the fields of natural language processing, 

computational linguistics, text analysis, and biometric 

analysis, sentiment analysis systematically detects, 

extracts, measures, and examines subjective content 

and emotions. A number of fields and types of 

information, including healthcare, internet and social 

media data, and "voice of the customer" materials 

like reviews and survey replies, often use this method 

for evaluation. Sentiment analysis is now possible 

even in more difficult data domains, thanks to deep 

language models like RoBERTa. This is especially 

true for news writings, where writers may not be so 

forthcoming with their ideas. With the proliferation 

of social media comes a deluge of user-generated 

textual data, making sentiment analysis a challenging 

task. Deep learning algorithms and approaches for 

sentiment analysis are the focus of this study. These 

methods are designed to be more flexible to changing 

inputs. Data labeling and processing are 

accomplished by these algorithms using unigrams, 

bigrams, and n-grams. As shown in the image below 

(Fig 1), machine learning approaches are often used 

for positive/negative sentiment prediction and binary 

classification. 
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Machine learning, dictionary-based, and hybrid 

approaches are the three primary types of sentiment 

classification methods. In machine learning 

approaches, well-known ML algorithms and 

language characteristics are used. The dictionary-

based approach makes use of mood dictionaries. 

("dictionaries" of known, pre-compiled mood words). 

Two main categories exist for determining the 

polarity of sentiment: those that rely on corpora and 

those that use dictionaries and statistical or semantic 

methods. Most methods depend significantly on 

mood lexicons, and the hybrid approach that 

combines the two is rather common. Figure 2 

displays the research area's adoption of sentiment 

analysis during the last thirteen years. 

 

In Chapter 1, we introduced the subject of survey in 

this article. In Chapter 2, we conducted a detailed 

survey. The third chapter provides a thorough 

evaluation of the ML algorithms utilized for opinion 

mining and sentiment analysis. Chapter 4 presents the 

study's evaluation, and Chapter 5 wraps up our work 

and discusses the survey's potential future 

applications. 

 

II. DETAILED SURVEY OF ML TECHNIQUES  

 

In order to compare several machine learning 

methods for thought categorization effectively, we 

conducted a thorough study. This one makes use of 

34 qualitative research articles from 2010–2021, all 

published in SCI journals. The results and 

categorization based on the survey are shown in table 

1. 
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Table 1 provides an overview of contemporary 

supervised learning-based opinion mining research. 

Journal articles, algorithms, reviews, and 

classification findings are some of the criteria used to 

compare the studies. 

III. COMPARATIVE ANALYSIS OF ML 

TECHNIQUES  

The machine learning algorithms included in the 

aforementioned survey of table 1 were subjected to a 

comparative analysis based on evaluation criteria, 

benefits, and disadvantages. Figure 3 displays the 

machine learning approaches that were retrieved 

from this investigation. 
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Following table summarizes the comparative analysis 

of ML Techniques from this study. 
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IV. ASSESSMENT OF STUDY  

The most effective algorithm for sentiment analysis is 

going to vary from one use case and data set to 

another, according to the comprehensive study. The 

researchers have evaluated the following methods for 

sentiment analysis: 1. Naive Bayes: Sentiment 

analysis often makes use of this method due to its 

simplicity and efficiency. Using the document's word 

frequency, it determines the likelihood of the 

document belonging to a certain emotion group.  

2. SVMs: This method finds a hyperplane that 

divides the data points with positive and negative 

sentiment. SVMs shine when presented with datasets 

that have a large number of dimensions.  
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Thirdly, RNNs, or Recurrent Neural Networks, are a 

subset of deep learning algorithms that use sequential 

processing to interpret text input. Because of this, 

they are great for evaluating long passages of text 

like social media postings or movie reviews.  

4. CNNs: Another kind of deep learning algorithm 

that may be used for sentiment analysis is the 

Convolutional Neural Network (CNN). They 

function by extracting meaningful words or phrases 

from the text and use them to categorize the tone.  

5. RNNs with Long Short-Term Memory (LSTM): 

LSTMs are a subset of RNNs that excel at processing 

lengthy text sequences, which makes them a good fit 

for sentiment analysis in lengthier texts like news 

articles or customer reviews.Keep in mind that these 

algorithms' efficacy could change from one data set 

and issue to another. Trying out many algorithms is a 

great way to find the one that suits your needs the 

most. 

 

V. CONCLUSION AND FUTURE WORK  

 

Extensive research on the classification of ideas using 

machine learning methods and comparisons between 

them are presented in this work.  Tables 1 and 2 

provide a summary of the work.  The following 

factors were considered and utilized by the 

researchers based on this survey:  

 A few of the most common methods are Support 

Vector Machine (SVM), Neural Network (NN), 

Naïve Bayesian algorithms, k-nearest Neighbor 

(KNN), Long Short-Term Memory (LSTM), 

Bidirectional Encoder Representation from 

Transformers (BERT), Hybrid Algorithms, and k-

means clustering.  B. The most popular datasets are 

culled from several internet sources and real-world 

data sets, including Senwave, Twitter, Facebook, Big 

Five, MBTI, IMDB, Amazon, and online 

repositories.  A few examples of often used 

parameters include recall, accuracy, RMSE, and F1 

score.  Because most previous studies have 

concentrated on people's feelings toward things 

outside of themselves, we were able to identify a 

significant vacuum in the literature.  I want to present 

the use of sentiment analysis to determine a person's 

mental stability in decision-making in my future 

study.  Extending the usual results of sentiment 

analysis is necessary for this aim.  It is necessary to 

create a new labeled dataset that will be subjected to 

further examination, training, and testing using 

machine learning techniques in order to accomplish 

the goal of thought categorization in this area. 
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