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ABSTRACT 
 

Abnormal traffic detection is critical to network security and quality of service. 

However, the similarity of features and the single dimension of the detection model 

cause great difficulties for abnormal traffic detection, and thus a big-step 

convolutional neural network traffic detection model based on the attention 

mechanism is proposed. Firstly, the network traffic characteristics are analyzed and 

the raw traffic is preprocessed and mapped into a two-dimensional grayscale image. 

Then, multi-channel grayscale images are generated by histogram equalization, and an 

attention mechanism is introduced to assign different weights to traffic features to 

enhance local features. Finally, pooling-free convolutional neural networks are 

combined to extract traffic features of different depths, thus improving the defects 

such as local feature omission and overfitting in convolutional neural networks. The 

simulation experiment was carried out in a balanced public data set and an actual data 

set. Using the commonly used algorithm SVM as a baseline, the proposed model is 

compared with ANN, CNN, RF, Bayes and two latest models. Experimentally, the 

accuracy rate with multiple classifications is 99.5%. The proposed model has the best 

anomaly detection. And the proposed method outperforms other models in precision, 

recall, and F1. It is demonstrated that the model is not only efficient in detection, but 

also robust and robust to different complex environments. 

 

I. INTRODUCTION  
 

In today's interconnected digital 

landscape, maintaining network security 

and ensuring uninterrupted service  

 

quality are paramount concerns for 

organizations and service providers. One 

of the key challenges in this domain is 
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the timely detection and mitigation of 

abnormal network traffic, which could 

signify potential security breaches, 

network anomalies, or performance 

issues. Traditional approaches to 

abnormal traffic detection often struggle 

with feature similarity and the 

limitations of single-dimensional 

detection models. To address these 

challenges, novel methodologies 

leveraging advanced techniques such as 

convolutional neural networks (CNNs) 

and attention mechanisms have emerged. 

The project "Abnormal Traffic 

Detection Based on Attention and Big 

Step Convolution" aims to enhance the 

effectiveness of abnormal traffic 

detection by proposing a sophisticated 

detection model that combines CNNs 

with attention mechanisms. By 

harnessing the power of deep learning 

and attention-based feature weighting, 

the proposed model offers a robust and 

scalable solution for identifying 

abnormal network traffic patterns. This 

introduction provides an overview of the 

project's objectives, methodologies, and 

anticipated outcomes, setting the stage 

for further exploration into the 

innovative techniques employed for 

network security enhancement. 

 

 

II.LITERATURE REVIEW  

 

Abnormal traffic detection in network 

security has garnered significant 

attention in recent years due to the 

increasing complexity and sophistication 

of cyber threats. Numerous studies have 

explored various techniques and 

methodologies to enhance the accuracy 

and efficiency of abnormal traffic 

detection systems. In this literature 

review, we examine key contributions 

and advancements in this field, focusing 

on approaches that incorporate attention 

mechanisms and big step convolution 

for improved detection performance. 

One of the prominent trends in abnormal 

traffic detection research is the 

integration of deep learning techniques, 

particularly convolutional neural 

networks (CNNs), which have shown 

promise in capturing complex patterns 

and relationships in network data. Li et 

al. (2018) proposed a CNN-based 

method for anomaly detection in 

network traffic, achieving high accuracy 

by leveraging deep feature 

representations. Similarly, Zhang et al. 

(2019) introduced a CNN architecture 

with attention mechanisms to enhance 

feature discrimination and anomaly 

detection capability. 
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Attention mechanisms have emerged as 

a powerful tool for improving the 

interpretability and effectiveness of deep 

learning models. In the context of 

abnormal traffic detection, attention 

mechanisms enable the model to focus 

on relevant features and ignore 

irrelevant noise, thus enhancing 

detection accuracy. Chen et al. (2020) 

proposed an attention-based CNN model 

for network anomaly detection, 

demonstrating superior performance 

compared to traditional CNN 

architectures. 

In addition to CNNs and attention 

mechanisms, recent studies have 

explored innovative approaches such as 

big step convolution to further enhance 

the efficiency of abnormal traffic 

detection systems. Big step convolution 

allows for more efficient feature 

extraction by aggregating information 

from larger spatial contexts, leading to 

improved detection accuracy and 

reduced computational overhead. Wang 

et al. (2021) introduced a big step 

convolutional neural network for 

anomaly detection in network traffic, 

achieving notable improvements in 

detection performance. 

Overall, the literature highlights the 

importance of integrating advanced 

techniques such as CNNs, attention 

mechanisms, and big step convolution 

for effective abnormal traffic detection. 

By leveraging these methodologies, 

researchers have made significant strides 

towards developing robust and scalable 

solutions for network security 

enhancement. However, further research 

is needed to explore the full potential of 

these techniques and address the 

evolving challenges posed by 

sophisticated cyber threats in today's 

digital landscape. 

 

III.EXISTING SYSTEM 

Shi et al. [16] proposed a cost-sensitive 

SVM (CMSVM) for the network traffic 

imbalance problem. The model uses a 

multi-class SVM with an active learning 

algorithm to solve the imbalance 

problem for different applications by 

adaptive weights. Cao et al. [17] 

proposed a real-time network 

classification model with SPPSVM. The 

model uses the feature selection method 

of principal component analysis (PCA) 

to reduce the dimensionality of the 

original data and uses an improved 

particle swarm optimization algorithm to 

obtain the optimal parameters. The 

classification accuracy is higher 

compared to the traditional SVM model. 

Farid et al. [18] combined naive bayes 

and decision trees for anomalous traffic 
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detection while eliminating redundant 

attributes of the traffic data. The 

proposed algorithm improves the 

detection rate. Machine learning based 

classification methods usually require 

manual feature design and selection, 

which cannot cope with the evolution of 

networks nowadays.  

 

Gianni et al. [19] proposed a novel deep 

neural network based on autoencoder. 

The 

model embeds multiple autoencoders 

into convolutional and recurrent neural 

networks to elicit the basic features of 

interest, which uses stacked fully 

connected neural networks to achieve 

classification of network traffic.  

 

Ren et al. [20] proposed a tree-structured 

recurrent neural network that uses a tree 

structure to divide large classification 

into small classification problems. The 

model can automatically learn the 

nonlinear relationship between the input 

data and the output data, which has a 

better classification effect. Tal et al. [21] 

proposed a new method for encrypted 

traffic classification. The method first 

converts traffic data into intuitive 

images, and then combines 

convolutional neural networks to 

achieve classification of the images to 

achieve traffic classification. Li et al. 

[22] proposed a bidirectional 

independent recurrent neural network 

with parallel operations and adjustable 

gradients to solve the problem that 

recurrent neural networks are prone to 

gradient explosion or disappearance. 

The model extracts the bi-directional 

structural features of network traffic by 

forward and backward inputs and 

combines global attention to emphasize 

the important features of network traffic.   

 

Lin et al. [23] proposed a multi-level 

feature fusion model to deal with the 

data imbalance problem. The model 

combines data timing, byte and 

statistical features for higher 

performance. Lin et al. [24] proposed a 

traffic classification model TSCRNN 

based on spatial and temporal features. 

The model first preprocesses the original 

data, and then learns the spatial and 

temporal features of the traffic by CNN 

and bi-directional RNN respectively to 

achieve efficient classification of the 

traffic. Saadat et al. [25] proposed a 

deep learning integrated model. The 

model first uses a one-dimensional 

convolutional neural network to 

automatically extract traffic features, 

which is then combined with ALO for 

efficient feature selection and SOM-
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based clustering to achieve classification 

of network traffic 

Disadvantages 

➢ An existing system is not 

implemented hybrid deep 

learning or an efficient ml model 

detection policy to improve the 

efficiency and effectiveness of 

Abnormal Traffic Detection 

Generation. 

➢ An existing system never used 

Attention and Big Step 

Convolutional Neural Network 

(ABS-CNN) model which is 

more accurate and efficient. 

 

IV.PROPOSED SYSTEM 

• In this paper, we propose an Attention 

and Big Step Convolutional Neural 

Network (ABS-CNN) model based on 

the attention mechanism [11]. To solve 

the problems such as similar features 

leading to worse classification results, 

the attention mechanism is invited to 

assign attention weights to data 

sequences to distinguish subtle features. 

To solve the problems such as similar 

features leading to worse classification 

results, the attention mechanism is 

invited to assign attention weights to 

data sequences to distinguish subtle 

features. Experiments show that the 

model with enhanced features has higher 

classification accuracy and better 

robustness. 

• In this paper, we use histogram 

equalization to solve the problem of 

single model dimensionality. The traffic 

data is first processed into grayscale 

images and 

then the images are histogram equalized. 

Combined with improved multi-channel 

convolution to automatically extract and 

fuse multi-field fine-grained features. 

The experiments show that the traffic 

with histogram equalization performed 

is relatively well-defined, which results 

in better model detection performance 

and better robustness. 

• To address the reduced correlation of 

traffic sequences due to pooling, the 

traffic features are extracted by 

combining big-step convolution. And 

big-step convolution is also called 

stepwise convolution. Stepwise 

convolution preserves the sequence-

related features extracted by the 

convolution layer and reduces the harm 

of accuracy loss due to information loss. 

 

Advantages 

➢ An input layer, three convolutional 

layers, a fully connected layer and 

an output layer are set in the ABS-

CNN model, and a convolutional 

attention mechanism is introduced 
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to enhance the ability of 

convolution to extract traffic 

features. 

➢ In the proposed system, the ablation 

study is performed by removing 

each component in turn from the 

proposed ABS-CNN and comparing 

it with the ABS-CNN of the 

complete pair to verify the impact of 

each component on the model. To 

examine the effects of attention 

mechanism, histogram equalization, 

and large-step convolution on model 

performance. 

 

V.CONCLUSION  

In conclusion, the project on abnormal 

traffic detection represents a significant 

advancement in network security and 

anomaly detection. By integrating 

cutting-edge techniques like 

convolutional neural networks (CNNs) 

and attention mechanisms, the 

developed model offers a robust solution 

for identifying and mitigating abnormal 

network traffic patterns. Through 

extensive experimentation and 

evaluation on both public and real-world 

datasets, the model's effectiveness has 

been clearly demonstrated. It achieves 

exceptional performance metrics, 

including classification accuracy, 

precision, recall, and F1 score, 

surpassing traditional algorithms and 

state-of-the-art models. Moreover, the 

incorporation of big step convolution 

enhances feature extraction efficiency, 

leading to improved detection accuracy 

and reduced computational overhead. 

These findings underscore the 

importance of leveraging advanced deep 

learning techniques and attention 

mechanisms to enhance network 

security and maintain service quality. 

The proposed model not only provides 

reliable detection capabilities but also 

offers scalability and adaptability to 

diverse and evolving cyber threats. 

Moving forward, continued research and 

development efforts can focus on 

refining the model, exploring additional 

optimization techniques, and extending 

its applicability to various network 

security domains. Overall, this project 

contributes significantly to advancing 

the state-of-the-art in abnormal traffic 

detection and lays the groundwork for 

future innovations in network security 

technology. 
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