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ABSTRACT_ Image translation has become widely used in a variety of applications, including 

generating avatars, making fake photos, translating images from one kind to another, and many 

more, all employing various machine learning methods. One such machine learning technique 

for picture translation is GAN (Generative Adversarial Networks). Classic GANs translate the 

images of a domain U to domain V, whereas conditional GANs do the same but under certain 

conditions. These GANs can accurately determine the discriminating between items when 

training labeled data sets, however they cannot perform well while training unlabeled data 

sets.So, we need a GAN that can train unlabeled data sets well, translate images from domain 

U to domain V, and determine the realness or fakeness of the translated image using the original 

image as a reference. For this aim, we investigate dual GANs, which combine a primal GAN 

with another GAN. Dual GAN learns the inversion of the primal GAN's task, which is 

comparable to the standard GAN. 
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1.INTRODUCTION 

In this paper, we will study how actually 

Dual GANs work for translation of images. 

The dataset that is being trained for this 

paper is “maps”. The data set consists of the 

satellite images and the corresponding 

Google map images. The size of each image 

is 600x600 pixels. The image translation 

involves translating satellite image to 

Google map images and Google map 

images to satellite images. The generator 
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and the discriminator are the major parts of 

the architecture of the GAN model.  The 

generator is an encoder-decoder which 

takes an input or source image (eg. satellite 

image) and converts it into target image (eg. 

Google map image) using a U-Net 

architecture [12]. Using a deep 

convolutional neural network i.e, the 

discriminator that discriminates the image 

generated with that of the source image and 

predicts the realness or fakeness of the 

translated image [12]. Basically, Dual 

GANs consists of a primal GAN which 

translates pictures from a domain U to 

domain V and inversion of the primal GAN 

is taken care of by the secondary GAN 

simultaneously. Dual GANs are used in this 

project because when training unlabeled 

data, they perform very well at generating 

some of the best images with high precision 

and accuracy compared to GANs and 

CGANs.

2.LITERATURE SURVEY 

Ref. 

No. 
S.No 

Title of the 

Paper 
Authors Findings 

[2] 1 

SPI-GAN: 

Towards Single-

Pixel Imaging 

through 

Generative 

Adversarial 

Network  

Nazmul Karim 

and Nazanin 

Rahnavard 

SPI-GAN is a generative adversarial network-

based method for single-pixel imaging. It uses a 

ResNet-like architecture for the generator to learn 

useful representations, allowing for 

reconstruction of completely unseen objects. The 

experimental results demonstrate that SPI-GAN 

outperforms the current state-of-the-art method 

and has better generalization ability to completely 

unseen datasets. This method has the potential to 

enable low-cost and high-speed imaging, making 

it an exciting development in the field 

of image recovery. 
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[3] 2 

LinkGAN: 

Linking GAN 

Latents to Pixels 

for Controllable 

Image Synthesis  

Jiapeng Zhut, 

Ceyuan Yangt, 

Yujun Shent, 

Zifan Shi, Deli 

Zhao, Qifeng 

Chen 

LinkGAN allows for local control of image 

synthesis by linking specific image regions to 

latent space axes during GAN training. The 

experimental results show that LinkGAN has 

several desirable properties, including the ability 

to link multiple regions to different latent axes 

independently and simultaneously, without 

sacrificing synthesis performance. This method 

improves spatial controllability in both 2D and 

3D GAN models and enhances GAN-based image 

synthesis. This work is significant in the 

development of more spatially controllable and 

disentangled GAN latent spaces. 

[4] 3 

Attention-Guided 

Generative 

Adversarial 

Networks for 

Unsupervised 

Image-to-Image 

Translation  

 Hao Tang, Dan 

Xu, Nicu Sebe, 

Yan Yan 

AGGAN is a GAN-based approach for semantic 

manipulation problems. AGGAN detects most 

discriminative semantic object and minimizes 

changes to unwanted parts, resulting in high-

quality images. AGGAN uses attention-guided 

generators and a novel attention-guided 

discriminator to produce attention masks and 

content masks. The results show that AGGAN out 

performs existing models and has potential 

applications in various fields such as computer 

vision and medical imaging. 
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[5] 4 

Image-To-Image 

Translation with 

Conditional 

Adversial 

Networks 

Phillip Isola, 

Jun-Yan Zhu 

,Tinghui Zhou, 

Alexei A.Efros 

The authors investigate that conditional 

adversarial networks are used in solving the 

image-to-image translation. These networks have 

input image to output image mapping and it also 

has a loss function to train this mapping. 

Convolutional Neural Nets (CNN) learn to 

minimize a loss function which is nothing but the 

objective that scores the quality of results. 

3.PROPOSED WORK  

DualGAN trains two trustworthy image 

translators from one domain to another at 

the same time, utilizing two sets of 

unlabeled photos as input, one for each 

image domain. As a result, DualGAN can 

handle a variety of image-to-image 

translation problems. Comparisons with 

GAN (with the original discriminator and 

an image-conditioned generator) and 

conditional GAN show DuanGAN's 

effectiveness. According to the comparison 

results, DualGAN outperforms supervised 

approaches built using labeled data in 

various applications. The main purpose of 

our project is to translate satellite 

photographs into Google Maps images and 

vice versa. Using DualGANs for this 

project improves dataset training and 

produces better results than GANs and 

Conditional GANs. DualGANs produce 

clearer translated images with more 

promising results. 

3.1 IMPLEMENTATION  

• Data collection: Collection of data 

set(maps). 

• Data training: Training the dataset by 

applying DualGAN (Machine Learning and 

Neural Networks domain) algorithm and 

obtain the training output logs. 

• Data testing: Testing the trained data. 

• Analyze the training output logs. 

• Given two sets of unlabeled and unpaired 

images sampled from domains U and V. 

The primal task of DualGAN is to learn a 

generator GA : U → V that maps an image 

u ∈ U to an image v ∈ V. While the dual 

task is to train an inverse generator GB : V 

→ U. To realize this, we employ two 

GANs, the primal GAN and the dual GAN. 

The primal GAN learns the generator GA 

and a discriminator DA that discriminates 

http://www.ijasem.org/


 ISSN2454-9940 

www.ijasem.org 

              Vol 18, Issue.2 April 2024 

 

 

 

 

 
 
 
 
 

250 
 

between GA’s fake outputs and real 

members of domain V. Similarly, the dual 

GAN learns the generator GB and a 

discriminator DB 

This can be algorithmically defined as 

follows: 

• Step-1: Import two sets of unlabeled, 

unpaired photos (x and y) drawn from the 

domains X and Y, respectively 

• Step-2: Learn a generator GA: X→Y that 

maps an image x∈X to an image y∈Y 

• Step-3: Train an inverse generator GB: 

Y→X that learns to map an image y∈Y to 

an image x∈X 

• Step-4: Learn a discriminator DA that 

compares real image from domain Y with 

that output of GA’s                                                                                                                                                 

• Step-5: Train an inverse discriminator DB 

that compares real image from domain X 

with that of GB’s output  

 

Figure-.1 Architecture of the Dual GAN System 
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Figure-.2 Workflow diagram 

4.RESULTS AND DISCUSSION  

The following is the screenshot of how output looks when executed in terminal: 

 

Figure-2: Screenshot-1 of output in the console 
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Figure-3: Screenshot-2 of output in the console 

 

Figure-4:  Statistics of the sample logs generated by the classic GAN 
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Figure-5 Statistics of the sample logs generated by the Dual GANs 

5.CONCLUSION 

Image translation is useful for creating new 

images from existing images by selecting 

the features of the original images. Based 

on the experiments and research, we can 

conclude that Dual GANs are reliable for 

predicting the likelihood of images formed 

during image translation of unlabeled 

image datasets. Classical GANs and 

conditional GANs, on the other hand, 

cannot surpass Dual GANs in terms of 

cross-domain translation and predicting the 

differences between the existing and 

produced images.When trained with 

unlabeled data, Dual GANs can do 

exceptionally well in picture translation and 

analysis, creating images from one dataset 

to another and vice versa. They can also 

differentiate images created from labeled 

datasets to some extent.  

FUTURE SCOPE 

The Dual GANs can be improvised so that 

they can perform well when used with 

labeled datasets. In future, they can be 

extended to carry out 3D image to image 

translations and analysis. 
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