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ABSTRACT 

We offer Real-time Facial Expression 

Recognition in Python with CNN for 

detecting facial emotions in real-time and in 

bulk to obtain a higher classification result in 

this project. We create a real-time vision 

system to see if our model is effective. The 

objective of emotion classification is 

accomplished by this system, which uses 

CNN Model Architecture. Facial expression 

recognition computer technology may extract 

emotional information from a person's 

expression in order to determine the person's 

condition and purpose. A model of a 

convolutional neural network is proposed in 

this article (CNN). This model is used to 

recognize facial expressions. The article 

starts by constructing a CNN model and 

learning the local features of the eyes, brows, 

and lips. Finally, the model's output result is 

chosen and fused to get the final recognition 

result. The system will compile the model 

and use the fit function to apply it. There will 

be 32 batches in all. The average validation 

accuracy was 90.00%, and the average 

training accuracy was 90.00%. 

INTRODUCTION 

Depression can occur in people of all ages. It 

can be very risky and can lead to anxiety 

attacks, death after a heart attack and 

problems like blood pressure and diabetes. 

Therefore, it is very important to detect it and 

find causes of the same that can lead to 

appropriate treatment. There is also a need to 

remove stigma around depression and mental 

health therefore Social Network Mental 

Disorder Detection can be performed which 

can help in de-stigmatizing it. Tests can be 

performed based on various artificial 

intelligence and machine learning algorithms 

under different scenarios to detect emotional 

imbalance. With the rise in technology, 

various AI-based approaches are evolved to 

make machines emotionally intelligent to 

detect emotions in human beings. Text-based 

emotion recognition, for example, sentiment 

analysis of tweets and posts on various social 

media platforms can help in detection of the 

mood and emotion of the user, also help in 

prediction of suicidal thoughts in user and 

prevention of suicide by warning the users or 

their closed ones. For this, various machine 
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learning algorithms like Naive-Bayes, 

Support Vector Machines (SVM), etc. can be 

used and results can be evaluated through 

confusion matrix. The algorithm which 

performs well will have high precision score 

and helps in correctly predicting sentiment 

that can be either positive or negative. 

Emotions can be detected through facial 

expressions, various gestures, speech, text 

analysis, etc. To cite an example, an AI based 

driving application which can alert the driver 

in car if he sleeps while driving and therefore 

can prove to be a life-saving application. All 

of this can be done through facial expression 

detection of the person which captures facial 

image by camera and identifies that the 

person is sleeping or not. Similarly, with the 

help of various gestures of eyes, mouth, nose 

and hands moods like anger, happiness, 

sadness, neutral, etc. can be detected via 

emotion detection systems using image and 

video processing. Emotions can also be 

detected by chatbots with the help of analysis 

of text and emoticons user exchanges with 

the chatbots. If a user is sad then the system 

will automatically generate a joke or play 

music to lighten the mood of the user. For 

this, ML, AI and data mining techniques are 

being used. The emotion detection 

application saves data from chat bots of how 

user responds in a database. This can be 

helpful in stress management. There are 

various applications of emotion detection 

systems. In video gaming to measure fear and 

excitement in an individual, emotion 

detection systems can be used. In market 

research emotions are detected to know what 

customers are feeling which is very important 

in businesses. Emotion detection systems can 

be used to detect emotion of the customer 

through customer reviews for various 

products. Utilising emotion analytics in 

recruitment process companies can easily 

find prospective candidates for jobs. AI 

algorithms measure the facial expressions, 

personality traits and emotions in a video 

interview based on candidate’s responses 

which leads to an unbiased interview process 

and makes job of the interviewer easy. In 

times of COVID-19, there is a need of 

interactive virtual agent-based health care 

delivery systems which help in depression 

detection. With the help of live video streams 

and audio streams, sequencing of frames and 

then with some processing emotions can be 

detected through various machine learning 

techniques like Principal Component 

Analysis (PCA) which helps to extract facial 

attributes and K-means algorithm through 

which clusters of facial expression are 

evaluated. Pre-processing, feature extraction 

and classification using neural networks are 

the steps used to extract and recognize 

emotions from facial expressions. Haar-

cascade algorithms, K-Nearest Neighbours 

(KNN) Classification technique, combining 

Optical Character Reader (OCR) with AI and 

artificial neural networks are the various 

techniques used to detect depression through 

facial expression. Partial Least Square 

Algorithm is used to detect emotion from 

vocal expression. Depression can be detected 

through tweets with the help of various ML 

techniques like TF-IDF, Naïve-Bayes, Long 

Term Short Memory (LSTM) – Radial 

Neural Networks (RNN), Logistic 

Regression, Linear Support Vector. Texts 

from chatbots can be pre-processed and then 
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divided into training and testing data sets and 

ML algorithms can be applied to detect 

emotions from text. Sentiment analysis using 

NLP technique is used to recognize emotions 

from tweets. The figure given below gives a 

quick idea of different terminologies related 

to depression detection discussed in this 

paper. Fig. 1 depicts various sources and 

techniques to detect depression. 

LITERATURE SURVEY 

1)  Constants across cultures in the 

face and emotion 

AUTHORS:  P. Ekman and W. V. 

Friese 

Investigated the question of whether 

any facial expressions of emotion are 

universal. Recent studies showing that 

members of literate cultures associated 

the same emotion concepts with the 

same facial behaviors could not 

demonstrate that at least some facial 

expressions of emotion are universal; 

the cultures compared had all been 

exposed to some of the same mass 

media presentations of facial 

expression, and these may have taught 

the people in each culture to recognize 

the unique facial expressions of other 

cultures. To show that members of a 

preliterate culture who had minimal 

exposure to literate cultures would 

associate the same emotion concepts 

with the same facial behaviors as do 

members of Western and Eastern 

literate cultures, data were gathered in 

New Guinea by telling 342 Ss a story, 

showing them a set of 3 faces, and 

asking them to select the face which 

showed the emotion appropriate to the 

story. Ss were members of the Fore 

linguistic-cultural group, which up 

until 12 yr. ago was an isolated, 

Neolithic, material culture. Results 

provide evidence in support of the 

hypothesis 

2) Challenges in representation 

learning: A report on three machine 

learning contests 

AUTHORS: I. J. Goodfellow et al., 

The ICML 2013 Workshop on 

Challenges in Representation Learning 

focused on three challenges: the black 

box learning challenge, the facial 

expression recognition challenge, and 
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the multimodal learning challenge. We 

describe the datasets created for these 

challenges and summarize the results 

of the competitions. We provide 

suggestions for organizers of future 

challenges and some comments on 

what kind of knowledge can be gained 

from machine learning competitions. 

3)  Face recognition: A 

convolutional neural-network 

approach 

 

AUTHORS:  S. Lawrence, C. L. 

Giles, A. Chung Tsoi, and A. D. Back 

 

We present a hybrid neural-network 

for human face recognition which 

compares favourably with other 

methods. The system combines local 

image sampling, a self-organizing map 

(SOM) neural network, and a 

convolutional neural network. The 

SOM provides a quantization of the 

image samples into a topological space 

where inputs that are nearby in the 

original space are also nearby in the 

output space, thereby providing 

dimensionality reduction and 

invariance to minor changes in the 

image sample, and the convolutional 

neural network provides partial 

invariance to translation, rotation, 

scale, and deformation. The 

convolutional network extracts 

successively larger features in a 

hierarchical set of layers. We present 

results using the Karhunen-Loeve 

transform in place of the SOM, and a 

multilayer perceptron (MLP) in place 

of the convolutional network for 

comparison. We use a database of 400 

images of 40 individuals which 

contains quite a high degree of 

variability in expression, pose, and 

facial details. We analyze the 

computational complexity and discuss 

how new classes could be added to the 

trained recognizer. 

4)  Deep convolutional neural 

networks for computer-aided 
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detection: CNN architectures, 

dataset characteristics and transfer 

learning, 

 

AUTHORS:  H.-C. Shin, H. R. Roth, 

M. Gao, L. Lu, Z. Xu, I. Nogues, J. 

Yao, 

D. Mollura, and R. M. Summers 

 

Remarkable progress has been made in 

image recognition, primarily due to the 

availability of large-scale annotated 

datasets and deep convolutional neural 

networks (CNNs). CNNs enable 

learning data-driven, highly 

representative, hierarchical image 

features from sufficient training data. 

However, obtaining datasets as 

comprehensively annotated as 

ImageNet in the medical imaging 

domain remains a challenge. There are 

currently three major techniques that 

successfully employ CNNs to medical 

image classification: training the CNN 

from scratch, using off-the-shelf pre-

trained CNN features, and conducting 

unsupervised CNN pre-training with 

supervised fine-tuning. Another 

effective method is transfer learning, 

i.e., fine-tuning CNN models pre-

trained from natural image dataset to 

medical image tasks. In this paper, we 

exploit three important, but previously 

understudied factors of employing 

deep convolutional neural networks to 

computer-aided detection problems. 

We first explore and evaluate different 

CNN architectures. The studied 

models contain 5 thousand to 160 

million parameters, and vary in 

numbers of layers. We then evaluate 

the influence of dataset scale and 

spatial image context on performance. 

Finally, we examine when and why 

transfer learning from pre-trained 

ImageNet (via fine-tuning) can be 

useful. We study two specific 

computer-aided detection (CADe) 

problems, namely thoraco-abdominal 

lymph node (LN) detection and 
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interstitial lung disease (ILD) 

classification. We achieve the state-of-

the-art performance on the mediastinal 

LN detection, and report the first five-

fold cross-validation classification 

results on predicting axial CT slices 

with ILD categories. Our extensive 

empirical evaluation, CNN model 

analysis and valuable insights can be 

extended to the design of high 

performance CAD systems for other 

medical imaging tasks. 

 

5) Facial expression recognition 

based on complexity perception 

classification algorithm 

 

AUTHORS: T. Chang, G. Wen, Y. 

Hu, and J. Ma 

 

Facial expression recognition (FER) 

has always been a challenging issue in 

computer vision. The different 

expressions of emotion and 

uncontrolled environmental factors 

lead to inconsistencies in the 

complexity of FER and variability of 

between expression categories, which 

is often overlooked in most facial 

expression recognition systems. In 

order to solve this problem effectively, 

we presented a simple and efficient 

CNN model to extract facial features, 

and proposed a complexity perception 

classification (CPC) algorithm for 

FER. The CPC algorithm divided the 

dataset into an easy classification 

sample subspace and a complex 

classification sample subspace by 

evaluating the complexity of facial 

features that are suitable for 

classification. The experimental 

results of our proposed algorithm on 

Fer2013 and CK-plus datasets 

demonstrated the algorithm's 

effectiveness and superiority over 

other state-of-the-art approaches.  
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EXISTING SYSTEM: 

❖ The current facial expression 

identification methods are 

mostly separated into two 

categories: traditional manual 

approaches and network models 

based on deep learning. 

Although the traditional 

approach is frequently utilised, 

its practical applicability are 

severely constrained. Learning 

how to employ strong 

supervision methods to describe 

the emotional aspects of large 

sample data is usually the first 

step in using deep learning to 

categorise facial expressions. 

❖ For the formalisation of the 

Facial Channel neural network 

for Facial Expression 

Recognition, Barros et al. 

suggested a network model 

based on the topological 

structure of VGG-16 (FER). 

❖ Koujan et al. proposed a CNN 

that recognized human emotions 

from a single face image. 

❖ Xiao et al. combined the Region 

of Interest (ROI) and K-Nearest 

Neighbor algorithm for facial 

expression recognition and 

solved the problem of the poor 

generalization ability of deep 

neural networks in the case of 

small data. 

❖ Liu et al. proposed a deep 

learning method based on the 

geometric model of the facial 

region for facial expression 

recognition.  

❖ Zhao et al. proposed a 

lightweight expression 

detection model that can solve 

the delay problem under natural 

conditions.  

❖ Abate et al. proposed a neural 

network model for face 

attributes recognition based on 

transfer learning to group faces 
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according to common facial 

features. 

DISADVANTAGES OF EXISTING 

SYSTEM: 

❖ Too many parameters 

❖ Slowing down the training 

speed 

❖ It is easy to over fitting problem 

❖ When the network is deeper, it 

means that the parameter space 

is larger, and the optimization 

problem becomes more 

difficult. Therefore, simply 

increasing the depth of the 

network causes more training 

errors. 

PROPOSED SYSTEM: 

❖ We propose and design a 

convolution neural networks 

framework for identifying facial 

emotions in real-time and in 

large batches in this study. 

❖ The categorization model is 

based on data from kaggle, and 

this dataset contains all forms of 

expressions. The dataset is also 

preprocessed before being used 

to develop the model. We can 

get all of the information in the 

dataset with the use of 

preprocessing. It assisted us in 

determining the quality of data 

and, on the other hand, 

preventing data redundancy. 

Preprocessing the data set 

improves both of our models, 

which is significant in our 

research. 

❖ Following the training of our 

CNN Model Architecture, it was 

discovered that the model was 

successfully trained and 

provided individual training 

accuracy. Furthermore, the 

epochs were expanded to a 

specific limit, and it was 

discovered that the accuracy 

was improving as well as the 

production. 
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ADVANTAGES OF PROPOSED 

SYSTEM: 

❖ The proposed system model will 

have a high anti-disturbance 

capability as well as a high 

recognition rate. 

❖ In the final experimental test, we 

got good findings. 

❖ We remove the interference 

components of the various faces 

in the image, considerably 

improving the effect of emotion 

recognition. 

❖ Our proposed model has a 90% 

accuracy rate, which is the 

highest among existing system 

models. 

❖ We found that the proposed 

method outperforms existing 

state-of-the-art methods in 

terms of accuracy, and we 

statistically examined it. 

 

IMPLEMENTATION 

 

 

MODULES: 

❖ Dataset 

❖ Importing the necessary 

libraries 

❖ Retrieving the images 

❖ Splitting the dataset 

❖ Building the model 

❖ Apply the model and plot the 

graphs for accuracy and loss 

❖ Accuracy on test set 

❖ Saving the Trained Model 

❖ Face expression in Live 

webcam Feed 
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CONCLUSION 

Our group proposes and constructs a 

lightweight convolutional neural 

network for face expression 

recognition in this study. By removing 

the fully connected layer from the 

convolutional layer, our network 

model minimises the number of 

parameters in the convolutional layer. 

Furthermore, our model has no 

discernible negative impact on 

detection and categorization. Our 

model achieves good detection results 

by detecting photographs outside of 

the dataset, demonstrating that the 

model developed in this study is 

suitable for facial expression 

multiclassification. In summary, we've 

developed a visual system that may be 

used to classify face expressions and 

decrease a huge number of parameters 

on devices with limited computing 

capability. After comparing our model 

to other current models, we found that 

ours is more accurate, and it has 

obtained good identification results in 

photos outside the dataset based on the 

experimental results. 
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