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Abstract— The Internet of Things (IoT) comprises millions of sensor 

and actuator-equipped devices connected via wired or wireless 

channels for data transmission. With over 25 billion devices projected 

to be interconnected by 2020, the volume of data generated is expected 

to grow significantly. Machine learning algorithms can enhance IoT 

system security and usability by detecting anomalies and ensuring 

authentication based on biometric data. However, attackers may 

exploit vulnerabilities in IoT systems. To address this, we propose a 

machine learning-based approach to detect spam in IoT devices, 

evaluating five models against various input feature sets to compute a 

spam score reflecting device trustworthiness. Using the REFIT Smart 

Home dataset, our approach demonstrates superior effectiveness 

compared to existing methods. 

 

I. INTRODUCTION 

The Internet of Things (IoT) facilitates connectivity and integration 

among real-world objects regardless of their locations, posing 

significant challenges for privacy and security. Protecting data 

privacy in IoT applications is crucial to mitigate security threats 

such as intrusions, spoofing, DoS attacks, jamming, 

eavesdropping, spam, and malware [1]. 

 
Security measures for IoT devices vary based on organization size, 

type, and user behavior, necessitating cooperation among security 

gateways. Location, nature, and application of IoT devices dictate 

security measures, as exemplified by smart security cameras in 

organizations. Web-dependent IoT devices, common in 

workplaces, require careful handling to prevent security breaches 

[2]. 

 
Approximately 25-30% of employees connect personal IoT devices 

to organizational networks, exposing them to potential security 

risks. The evolving IoT landscape attracts both users and attackers, 

prompting the adoption of defensive strategies by IoT devices, 

leveraging machine learning to optimize security protocols while 

balancing security, privacy, and computational constraints [3]. 

However, implementing effective security protocols remains 

challenging due to resource limitations and the dynamic nature of 

IoT networks and attack scenarios. 

 
A. Contributions: 

1) Validation of spam detection scheme using five distinct 

machine learning models. 

 
2) Proposal of an algorithm for computing spamicity scores to 

facilitate detection and decision-making. 

3) Analysis of IoT device reliability based on computed spamicity 

scores using various evaluation metrics. 

 
B. Organization: 

The paper proceeds as follows: Section II reviews related work, 

Section III presents the proposed scheme, Section IV discusses and 

analyzes results, and Section V concludes the paper II. 

 

II. NARRATIVE REVIEW 

 
IoT systems face vulnerabilities from network, physical, and 

application attacks, along with privacy breaches involving objects, 

services, and networks, as depicted in Fig. 1. Here are some examples 

of attack scenarios initiated by malicious actors. 
 

 
 

Fig. 1: Protocols with possible attacks 

 

• DDoS attacks flood target databases with unwanted requests, 

blocking access to services. These attacks, orchestrated by IoT botnets, 

exhaust service provider resources, rendering networks unavailable 

[3]. 

 
• RFID attacks target IoT devices physically, compromising 

device integrity by tampering with data storage or transmission. 
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Common attacks include availability, authenticity, and 

confidentiality breaches, countered by measures like password 

protection and data encryption [4]. 

 
• Internet attacks involve spammers using techniques like Ad 

fraud to generate artificial clicks for profit, disrupting targeted 

websites. Cybercriminals exploit unencrypted traffic and tag 

modification in NFC attacks, countered by conditional privacy 

protection and random public keys [5][6]. 

 
• Supervised machine learning techniques such as SVMs, random 

forest, and neural networks detect attacks like DoS, DDoS, 

intrusion, and malware in IoT devices [7][8][9][10]. 

 
• Unsupervised machine learning techniques like multivariate 

correlation analysis detect DoS attacks in IoT by forming clusters 

without labels [11]. 

 
• Reinforcement machine learning techniques like Q-learning 

improve authentication and malware detection by allowing IoT 

systems to select security protocols and key parameters [12][9][13]. 

 
ML enables lightweight access control protocols, extending IoT 

system lifetimes. K-NNs are applied to address unregulated outer 

detection in WSNs, enhancing network security [14]. 

 
Machine learning techniques, as demonstrated in literature, play a 

vital role in detecting web spam, offering a diverse range of 

approaches for implementation [15]. 

 

III. PROPOSED SCHEME 

A. System model: 

 
The modern digital landscape heavily relies on smart devices, 

necessitating spam-free information retrieval from them. Gathering 

information from diverse IoT devices poses a significant challenge 

due to the multitude of domains involved, resulting in the 

generation of vast amounts of heterogeneous and varied data, 

termed as IoT data. This data is characterized by features like real- 

time updates, multiple sources, and a mix of rich and sparse 

content. 

 
B. Proposed methodology: 

The effectiveness of managing IoT data improves when stored, 

processed, and retrieved efficiently. 

This proposal seeks to minimize spam occurrence from these 

devices, as indicated by Eq. 

minP(s) = ℵ−~s (1) 

 
In Eq. 1, ℵ represents the information collection. ~s denotes the vector 

of spam-related information, which is subtracted from ℵ to reduce the 

likelihood of receiving spam information from IoT devices. 

 

Fig. 2: Approach followed in the proposed scheme 

Targeting Web Spam Detection for IoT Devices 

To safeguard IoT devices from generating malicious information, this 

proposal focuses on web spam detection. Various machine learning 

algorithms are considered for spam detection from IoT devices, 

particularly targeting issues within home deployments. The proposed 

methodology meticulously addresses data engineering parameters 

before validation with machine learning models. 

 
1) Feature Engineering: 

 
Feature reduction aims to decrease data dimensionality, addressing 

issues like overfitting and resource requirements. Principal 

Component Analysis (PCA) is a popular technique for feature 

extraction [15]. In this proposal, PCA is combined with IoT 

parameters, such as analysis time and web-based appliance usage, to 

streamline feature extraction effectively. 

 
• Analysis Time: 

 
Data from an eighteen-month span is condensed to one month to 

enhance accuracy, considering months with maximum climate 

variations. 
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TABLE I: Machine learning techniques used for the detection of different attacks. 
 

• Web-Based Appliances: 

Only appliances reliant on web connectivity are included in data 

collection, ensuring relevance to IoT device functionality. 

 
2) Feature Selection: 

Entropy-based filtering, utilizing correlation among discrete and 

continuous attributes, determines feature importance [17]. 

Functions like information.gain and symmetrical.uncertainty 

assess feature relevance based on training data attributes. 

 

 

 

 
Fig. 3: Boosted linear model phases. 

C. Machine Learning Models: 

 
1) Bayesian Generalized Linear Model (BGLM): BGLM is a log- 

likelihood uni-modal for exponential family forms, emphasizing 

essential Bayesian elements [18][19]. 

 
• Incorporates prior information quantitatively specified as a 

distribution representing coefficient probability. 

 
• Pairs prior with a likelihood function, resulting in probability 

function outcomes. Combination of prior and probability function 

forms subsequent coefficient value distributions. 

 

• Simulations from posterior distribution construct empirical 

population parameter value distributions. 

 

• Simple statistics summarize posterior distribution and simulate 

statistical distribution. 

 
2) Boosted Linear Model: Creates multiple decision trees for data 

elements, modeling each data group as a linear function. Boosted 

models are formed from these modeling modules [20]. 

 

 

 

 

 

 

 

 

 
3) eXtreme Gradient Boosting (xgboost): xgboost is a highly 

efficient and scalable gradient boosting system, supporting various 

objective functions like regression, grouping, and ranking [21]. It 

is significantly faster than existing gradient boosting algorithms 

and utilizes clever tricks for accurate approximations in finding the 

best tree model. 
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• Built iteratively in each training round, adjusting parameters to 

minimize prediction errors. 

 

• Utilizes gradient calculations to adjust system parameters and 

minimize errors in subsequent learning rounds [21]. 

 

4) Generalized Linear Model with Stepwise Feature Selection: 

Generalized Linear Models (GLMs) provide a versatile framework 

for interpreting dependent variables using multiple predictor 

variables [22]. Stepwise feature selection is employed to identify 

significant effects in the equation, iteratively repeating until all 

significant effects are found. 

 

D. Spamicity Score: After evaluating machine learning models, 

spamicity scores for each appliance are computed to indicate 

device trustworthiness and reliability [23]. Spamicity score 

computation involves attribute importance scores and error rates, 

as defined by Eq. 2 and Algorithm 1 implemented in R. 
 

 

E. Complexity Analysis: The algorithm's complexity is assessed 

by evaluating all steps and their respective iterations. 

 

Time Complexity: Steps 2 to 8 involve linear matrix formulations, 

requiring O(n) time. 
 

 
 

S ← RMSE[i] ∗Vi 

 
• In the worst-case scenario, loops in steps 2-8, 9-11, and 13-15 

also take O(n) time. 

 

• Steps 10, 12, and 14 have constant-time calculations, resulting in 

O(1) time complexity. 

 
• Time complexity (TC) is calculated as follows: 

 
[ TC = O(n) + O(n) + O(n) + O(1) ] 

 

 

 

 

TABLE IV: Summary of performance of the experimental models 

 

 

 

Model Precision Recall Accuracy Score 

distribution 

M1 0.650 1 79.81 Refer Fig. 5 

M2 0.541 1 83.22 Refer Fig. 6 

M3 0.567 1 84.35 Refer Fig. 7 

M4 0.598 1 88.9 Refer Fig. 8 

M5 0.513 1 91.8 Refer Fig. 9 

 

Space Complexity: The algorithm's space complexity is determined 

by assessing memory usage. 

 
- Input size not exceeding ( n ) contributes to ( O(n) ) space 

complexity. 

- Loops also contribute ( O(n) ) space. 

- Arithmetic operations take ( O(1) ) space. 

- Space complexity is calculated as : [ SC = O(n) + O(n) + O(1) ] 

Feature attr importance 

plugIdRef 0.76342 

spaceIdRef 0.12322 

manufacturer 0.23432 

model 0.20345 

Occupancy Type 0.10346 

builtFormType 0.20998 

wallAgeBand 0.43219 

conditionType 0.76908 

roomType 0.03076 

wallType 0.38151 

windowType 0.12602 

fuelType 0.06642 

meterType 0.47700 

Heading 0.30532 

Battery.Life 0.61396 
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Fig. 8: Spam score distribution by eXtreme Gradient Boosting. 

 

Fig. 5: Spam score distribution by Bayesian Generalized Linear 

Model 
 

Fig. 6: Spam score distribution by Bagged Model 

 

 

 

 
Fig. 7: Spam score distribution by Boosted Linear Model 

 
 

Fig. 8: Spam score distribution by eXtreme Gradient Boosting 

 

Fig. 9: Spam score distribution by Generalized Linear Model 

with Stepwise Feature Selection. 
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TABLE V: Spamicity score of appliances 
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TABLE V: Spamicity score of appliances 

 
 

TABLE VI: Principal components being computed by PCA method for features. 

 

IV. RESULTS AND DISCUSSION 
 
 

A. Data Collection 

• A smart home dataset was collected by the REFIT project [20] 

sponsored by Loughborough University. 

• The dataset encompasses sensor data from 20 homes, capturing 

internal environmental conditions for 18 months. 

• Each home included over 100,000 data points collected across 

various rooms 

• This openly available dataset can be found at [20]. 

B. Experimental Setup: 

• Data traces from the REFIT project dataset [20] were used for 

the experiments. 

• RStudio, an open-source software (available at [21]), was 

employed for analysis. 

• The software requires Windows 7/8/10, macOS 10.12+, 
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Ubuntu 14/16/18, or Debian 8/10. 

C. Impact of Data Preprocessing on SDI-UML: 

parameters. 

• Feature reduction using Principal Component Analysis (PCA) 

aimed to decrease data dimensionality. 

• PCA generates principal components (PCs) corresponding to 

each data point. 

• In this dataset with 15 features, 15 PCs were obtained. 

 
D. Impact of Machine Learning Models on SDI-UML 

• Five machine learning models were trained using the features 

from Table III. 

• Each model generates a "spamicity score" for each appliance, 

indicating its susceptibility to spam. 

• Table IV summarizes the performance of these models. 

• Table V lists the selected appliances with their corresponding 

spamicity scores. 

• Figures 5-9 depict the distribution of spamicity scores across 

the models. 

• Model evaluation metrics include accuracy, precision, and 

recall (details omitted). 

 

V. CONCLUSION 
Leveraging machine learning, this framework detects spam 

affecting IoT devices. The approach utilizes a pre-processed IoT 

dataset for training various machine learning models. These 

models assign a "spam score" to each appliance, enabling better 

control over smart home functionality. Future work aims to 

incorporate climatic and surrounding features to enhance IoT 

device security and trustworthiness. 
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Fig. 11: Features of Smart Home dataset 

http://www.ijasem.org/

