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ABSTRACT: 

In the Information Technology era information plays vital role in every sphere of the human life. It is very 

important to gather data from different data sources, store and maintain the data, generate information, 

generate knowledge and disseminate data, information and knowledge to every stakeholder. Due to vastuse 

of computers and electronics devices and tremendous growth in computing power and storage capacity, 

there is explosive growth in data collection. The storing of the data in data warehouse enables entire 

enterprise to access a reliable current database. To analyze this vast amount of data and drawing fruitful 

conclusions and inferences it needs the special tools called data mining tools. This paper gives overview of 

the data mining systems and some of its applications. 
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1. INTRODUCTION 

 
To generate information it requires massive collection of data. The data can be simple numerical figures 

and text documents, to more complex information such as spatial data, multimedia data, and hypertext 

documents. To take complete advantage of data; the data retrieval is simply not enough, it requires a tool 

for automatic summarization of data, extraction of the essence of information stored, and the discovery of 

patterns in raw data. With the enormous amount of data stored in files, databases, and other repositories, it 

is increasingly important, to develop powerful tool for analysis and interpretation of such data and for the 

extraction of interesting knowledge that could help in decision-making. The only answer to all above is 

‘Data Mining’. 

Data mining is the extraction of hidden predictive information from large databases; it is a powerful 

technology with great potential to help organizations focus on the most important information in their data 

warehouses [1,2,3,4]. Data mining tools predict future trends and behaviors, helps organizations to make 

proactive knowledge-driven decisions[2].The automated, prospective analyses offered by data mining move 

beyond the analyses of past events provided by retrospective tools typical of decision support systems. Data 

mining tools can answer the questions that traditionally were too time consuming to resolve. They prepare 

databases for finding hidden patterns, finding predictive information that experts may miss because it lies 

outside their expectations. 

Data mining, popularly known as Knowledge Discovery in Databases (KDD), it is the nontrivial 

extraction of implicit, previously unknown and potentially useful information from data in databases[3,5]. 

Though, data mining and knowledge discovery in databases (or KDD) are frequently treated as synonyms, 

data mining is actually part of the knowledge discovery process[1,3,5]. 

2 THE DATA MINING TASKS: 

The data mining tasks are of different types depending on the use of data mining result the data mining 

tasks are classified as[1,2]: 
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1. Exploratory Data Analysis:It is simply exploring the data without any clear ideas of what we are 

looking for. These techniques are interactive and visual. 

2. Descriptive Modeling: It describe all the data, It includes models for overall probability distribution of 

the data,partitioning of the p-dimensional space into groups and models describing the relationships 

between the variables. 

3. Predictive Modeling: This model permits the value of one variable to be predicted from the known 

values of other variables. 

4. Discovering Patterns and Rules: It concern with pattern detection, the aim is spotting fraudulent 

behavior by detecting regions of the space defining the different types of transactions where the data points 

significantly different from the rest. 

5. Retrieval by Content:It is finding pattern similar to the pattern of interest in the data set.This task is 

most commonly used for text and image data sets. 

 

3. TYPES OF DATA MINING SYSTEMS: 

Data mining systems can be categorized according to various criteria the classification is as follows[3]: 

• Classification of data mining systems according to the type of data source mined: This classification is 
according to the type of data handled such as spatial data, multimedia data, time-series data, text data, 

World Wide Web, etc. 

• Classification of data mining systems according to the data model: This classification based on the data 
model involved such as relational database, object-oriented database, data warehouse, transactional 

database, etc. 

• Classification of data mining systems according to the kind of knowledge discovered: This classification 

based on the kind of knowledge discovered or data mining functionalities, such as characterization, 

discrimination, association, classification, clustering, etc. Some systems tend to be comprehensive systems 

offering several data mining functionalities together. 

• Classification of data mining systems according to mining techniques used: This classification is 

according to the data analysis approach used such as machine learning, neural networks, genetic 

algorithms, statistics, visualization, database oriented or data warehouse-oriented, etc. 

The classification can also take into account the degree of user interaction involved in the data mining 

process such as query-driven systems, interactive exploratory systems, or autonomous systems. A 

comprehensive system would provide a wide variety of data mining techniques to fit different situations 

and options, and offer different degrees of user interaction. 

4. DATA MINING LIFE CYCLE: 

The life cycle of a data mining project consists of six phases. The sequence of the phases is not rigid. 

Moving back and forth between different phases is always required. It depends on the outcome of each 

phase.The main phases are: 

1.Business Understanding: This phase focuses on understanding the project objectives and requirements 

from a business perspective, then converting this knowledge into a data mining problem definition and a 

preliminary plan designed to achieve the objectives. 

2Data Understanding: It starts with an initial data collection, to get familiar with the data, to identify data 

quality problems, to discover first insights into the data or to detect interesting subsets to form hypotheses 

for hidden information. 

3. Data Preparation: It covers all activities to construct the final dataset from the initial raw data. 

4. Modeling: In this phase, various modeling techniques are selected and applied and their parameters are 

calibrated to optimal values. 

5. Evaluation: In this stage the model is thoroughly evaluated and reviewed. The steps executed to 

construct the model to be certain it properly achieves the business objectives. At the end of this phase, a 
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decision on the use of the data mining results should be reached. 

6. Deployment: The purpose of the model is to increase knowledge of the data, the knowledge gained will 

need to be organized and presented in a way that the customer can use it. The deployment phase can be as 

simple as generating a report or as complex as implementing a repeatable data mining process across the 

enterprise. 

5. THE DATA MINING MODELS: 

The data mining models are of two types[1,2,6,45]:Predictive and Descriptive. 

The predictive model makes prediction about unknown data values by using the known values. Ex. 

Classification, Regression, Time series analysis, Prediction etc. 

The descriptive model identifies the patterns or relationships in data and explores the properties of the 

data examined. Ex. Clustering, Summarization, Association rule, Sequence discovery etc. 

Many of the data mining applications are aimed to predict the future state of the data. Prediction is the 

process of analyzing the current and past states of the attribute and prediction of 

itsfuturestate.Classificationisatechniqueofmappingthetargetdatatothepredefinedgroupsor classes, this is a 

supervise learning because the classes are predefined before the examination of the target data. The 

regression involves the learning of function that map data item to real valued prediction variable. In the 

time series analysis the value of an attribute is examined as it varies over time. In time series analysis the 

distance measures are used to determine the similarity between different time series, the structure of the line 

is examined to determine its behavior and the historical time series plot is used to predict future values of 

the variable. 

Clustering is similar to classification except that the groups are not predefined, but are defined by the 

data alone. It is also referred to as unsupervised learning or segmentation. It is the partitioning or 

segmentation of the data in to groups or clusters. The clusters are defined by studying the behavior of the 

data by the domain experts. The term segmentation is used in very specific context; it is a process of 

partitioning of database into disjoint grouping of similar tuples. Summarization is the technique of 

presenting the summarize information from the data. The association rule finds the association between the 

different attributes. Association rule mining is a two-step process: Finding all frequent item sets, 

Generating strong association rules from the frequent item sets. Sequence discovery is a process of finding 

the sequence patterns in data. This sequence can be used to understand the trend. 

6. THE KNOWLEDGE DISCOVERY PROCESS: 

Data mining is one of the tasks in the process of knowledge discovery from the database. The steps in the 

KDD process contains:[1,3] 

1. Data cleaning: It is also known as data cleansing; in this phase noise data and irrelevant data are 

removed from the collection. 

2. Data integration: In this stage, multiple data sources, often heterogeneous, are combined in a common 

source. 

3. Data selection:The data relevant to the analysis is decided on and retrieved from the data collection. 

4. Data transformation: It is also known as data consolidation; in this phase the selected data is 

transformed into forms appropriate for the mining procedure. 

5. Data mining: It is the crucial step in which clever techniques are applied to extract potentially useful 

patterns. 

6. Pattern evaluation: In this step, interesting patterns representing knowledge are identified based on 

given measures. 

7. Knowledge representation: It is the final phase in which the discovered knowledge is visually 

presented to the user. This essential step uses visualization techniques to help users understand and interpret 

the data mining results. 
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7. DATA MINING METHODS: 

The data mining methods are broadly categories as: On-Line Analytical Processing (OLAP), 

Classification, Clustering, Association Rule Mining, Temporal Data Mining, Time Series Analysis, Spatial 

Mining,Web Mining etc.These methods use different 

Types of algorithms and data.The data source can be data warehouse, database, flat file or text file. The 

algorithms may be Statistical Algorithms, Decision Tree based, Nearest Neighbor, Neural Network based, 

Genetic Algorithms based, Ruled based, Support Vector Machine etc. The selection of data mining 

algorithm is mainly depends on thetype of data used for mining and the expected outcome of the mining 

process. The domain experts play a significant role in the selection of algorithm for data mining. 

A knowledge discovery (KD) process involves preprocessing data, choosing a data- mining algorithm, 

and post processing the mining results. There are very many choices for each of these stages, and non-

trivial interactions between them. Therefore both novices and data-mining specialists need assistance in 

knowledge discovery processes. 

The Intelligent Discovery Assistants [7] (IDA), helps users in applying valid knowledge discovery 

processes. The IDA can provide users with three benefits: 

1. A system at ice numeration of valid knowledged is covery processes; 

2. Effectiverankingsofvalidprocessesbydifferentcriteria,whichhelptochoose between the options; 

3. An infrastructure for sharing knowledge, which lead stonet work externalities. 

Several other attempts have been made to automate this process and design of a generalized data 

mining tool that posses intelligence to select the data and data mining algorithms and up to some extent the 

knowledge discovery. 

8. CONCLUSION: 

Most of the previous studies on data mining applications in various fields use the variety of data types 

range from text to images and stores in variety of databases and data structures. The different methods of 

data mining are used to extract the patterns and thus the knowledge from this variety databases. Selection of 

data and methods for data mining is an important task in this process and needs the knowledge of the 

domain. Several attempts have been made to design and develop the generic data mining system but no 

system found completely generic. Thus, for every domain the domain expert’s assistant is mandatory. The 

domain experts shall be guided by the system to effectively apply their knowledge for the use of data 

mining systems to generate required knowledge. The domain experts are required to determine the variety 

of data that should be collected in the specific problem domain, selection of specific data for data mining, 

cleaning and transformation of data, extracting patterns for knowledge generation and finally interpretation 

of the patterns and knowledge generation. 
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