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Abstract – Despite being essential for many 

applications, facial emotion recognition (FER) is 

still a difficult problem. In order to overcome the 

computational cost usually connected with 

conventional AI methods, this study focusses on 

improving FER using a customised lightweight 

Convolutional Neural Network (CNN) model. To 

assess our model's performance in both 

classification and detection tasks, we used a 

number of publically accessible datasets, such as 

FER2013, RAF-DB, Young AffectNet HQ, and 

CK-Dataset. We used a variety of methods for 

categorisation, such as Xception, ShuffleNet, 

MobileNetV2, and a modified version of 

MobileNetV2, to provide a good balance between 

processing efficiency and accuracy. To precisely 

identify emotions throughout the datasets, we 

also applied cutting-edge detection algorithms, 

particularly the YOLO family, which includes 

YOLOv5x6, YOLOv8, and YOLOv9. 

Additionally, we created methods to compute F1 

Score, Precision, and Recall, allowing for a 

thorough assessment of the model's performance. 

Our results demonstrate how well the YOLO 

algorithms and the customised lightweight CNN 

model work together to increase FER accuracy 

while preserving computational viability, 

therefore advancing the area of emotion 

identification in real-time applications. 

 

Keywords – Facial Emotion Recognition, 
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Emotion Detection, Computational Efficiency, 

Real-Time Applications, Precision, Recall, F1 

Score, FER2013, RAF-DB, AffectNet, CK-

Dataset. 

 

I. INTRODUCTION  
 

Emotions, which result from interactions 

between the environment and biochemistry, 

cause intricate psycho-physiological changes 

in a person's mental state.  Emotions play a 

crucial part in a person's everyday life and 

are the main determinants of a healthy sense 

of self.  Moreover, words, ideas, phrases, 

posture, imitation, and most importantly, 

facial expressions are all used to convey 

emotions that are closely related to one's 

psychology.  A change in the Central 

Nervous System (CNS) and Autonomic 

Nervous System (ANS) reaction is the 

internal expression of the human body's 

emotional response.  In general, a number of 

physiological indicators, including 

respiration, electrodermal activity (EDA), 

and heart rate variability (HRV), may be 

measured to identify the ANS response.  On 

the other hand, ElectroEncephalogram 

(EEG) analysis is used to identify CNS 

reaction.  To identify ANS variables in this 

situation, several processing techniques and 

instruments have been developed.  While 

certain technologies are still very invasive 

http://www.ijasem.org/
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and change the ANS response itself, the 

majority need direct touch with the 

individual.  But throughout the years, a lot of 

research has been done on them.  

Conversely, this study uses data obtained 

with technologies that do not make direct 

touch with the subject's body in order to 

determine emotional reactions.  It focusses 

specifically on cameras that record and track 

face emotions. 
II. LITERATURE SURVEY 

2.1 Real-time facial emotion recognition 

model based on kernel autoencoder and 

convolutional neural network for autism 

children: 

https://link.springer.com/article/10.1007/s00

500-023-09477-y 

ABSTRACT: The neurodevelopmental 

illness known as autism spectrum disorder 

(ASD) is typified by anomalies in the brain 

that cause problems with learning, attention, 

and social interaction.  Since early diagnosis 

of ASD mostly depends on identifying 

abnormalities in brain function, which may 

not be apparent in the early stages of the 

illness, it can be difficult.  Since children 

with ASD frequently have unique patterns 

that set them apart from typically developing 

youngsters, facial expression analysis has 

showed promise as an alternate and effective 

method for early identification of ASD.  One 

of the most important tools for enhancing the 

quality of life for people with ASD is 

assistive technology.  In order to identify 

autistic children's feelings of pain or rage, 

we created a real-time emotion detection 

system in this study.  Face identification, 

facial feature extraction, and feature 

categorisation are the three steps that make 

up the emotion recognition system.  Anger, 

fear, pleasure, natural, sorrow, and surprise 

are the six facial emotions that the suggested 

method can identify.  In order to efficiently 

identify the input picture with high 

performance accuracy, we suggested a deep 

convolutional neural network (DCNN) 

architecture for face emotion detection.  

Because of the size of the dataset, a pre-

trained model (ResNet, MobileNet, and 

Xception) was employed, and an 

autoencoder was used for feature extraction 

and selection.  With an accuracy of 0.9523%, 

sensitivity of 0.932, specificity of 0.9421, 

and AUC of 0.9134%, the Xception model 

performed best.  Using fog and IoT 

technologies, the suggested emotion 

detection framework lowers latency for 

location awareness and real-time detection 

with quick reaction.  Fog computing is very 

helpful when working with large amounts of 

data.  Our research shows how facial 

expression analysis and deep learning 

algorithms may be used to recognise 

emotions in autistic children in real time, 

giving families and medical professionals a 

useful tool to help people with ASD live 

better lives. 
2.2 Facial Emotion Recognition for Mobile 

Devices: A Practical Review: 

https://ieeexplore.ieee.org/document/104141

02 

ABSTRACT: Most individuals use email 

or other chat apps on their cellphones to 

communicate on a regular basis.  However, 

human communication loses a great deal of 

important information when it is written 

down, including the other person's emotions 

and facial expressions.  It is now feasible to 

record these nonverbal events and add their 

nonverbal qualities to textual data by using 

methods from the image processing 

discipline.  The potential of emotion 

identification from front camera pictures in 

mobile and embedded devices are examined 

in this research.  A total of twelve distinct 

neural network architectures optimised for 

low-performance mobile devices were used 

to train and assess the success rate and 

latency of 63 classification and 28 regression 

models.  Each neural network model is 

http://www.ijasem.org/
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trained and evaluated using the TensorFlow 

library's Keras API before being transformed 

to the TensorFlow Lite standard to lower 

memory and processing demands.  Every 

step of the process, from face identification 

to emotion categorisation, is carefully 

designed to run in real time.  A publicly 

accessible optimised application for Android 

mobile devices is developed and released on 

Google Play, together with the source code, 

to illustrate and contrast the performance of 

the assessed models. 
2.3 A study on computer vision for facial 

emotion recognition: 

https://www.nature.com/articles/s41598-

023-35446-4 

ABSTRACT: Computer vision is one area 

where artificial intelligence has been 

successfully used.  A deep neural network 

(DNN) was used in this study to recognise 

facial emotions (FER).  Finding the essential 

facial traits that the DNN model concentrates 

on for FER is one of the study's goals.  For 

the FER challenge, we specifically used a 

convolutional neural network (CNN), which 

is a mix of a squeeze-and-excitation network 

and a residual neural network.  We used two 

face expression databases to supply learning 

examples for the CNN: AffectNet and the 

Real-World Affective Faces Database (RAF-

DB).  From the leftover blocks, the feature 

maps were taken out for additional 

examination.  According to our findings, the 

facial landmarks surrounding the mouth and 

nose are crucial for neural networks.  There 

were cross-database validations between the 

databases.  Validation accuracy on the RAF-

DB was 77.37% for the network model 

trained on AffectNet and 83.37% for the 

network model pretrained on AffectNet and 

then transfer learnt on the RAF-DB.  The 

findings of this research would advance our 

knowledge of neural networks and help 

increase the precision of computer vision. 
2.4 Facial emotion recognition using 

convolutional neural networks: 

https://www.sciencedirect.com/science/articl

e/abs/pii/S2214785321051567 

ABSTRACT: People have always had an 

easy time expressing themselves 

emotionally, but computer programming is a 

considerably more difficult task.  Recent 

advances in machine learning and computer 

vision may be able to identify emotions in 

images.  We introduce a novel approach to 

facial emotion detection in this article.  Make 

use of convolutional neural networks 

(FERC).  A CNN network with two 

components serves as the foundation for the 

FERC. The first component eliminated the 

image's background, while the second 

component eliminated the face vector.  The 

FERC model uses the expressional vector 

(EV) to identify the five types of typical 

facial expressions.  The final perception 

layer's weights and exponent values change 

with each iteration of the continuous double-

level CNN.  FERC differs from the 

commonly used CNN single-level technique 

in that it increases accuracy.  Additionally, 

EV generation stops some problems from 

arising before a new backdrop removal 

method is applied (e.g., distance from the 

camera). 
2.5 Facial Emotion Recognition Using Deep 

Convolutional Neural Network: 

https://ieeexplore.ieee.org/abstract/documen

t/9074302 

ABSTRACT: The world of technology has 

benefited greatly from the quick 

development of artificial intelligence.  

Machine learning and deep learning 

algorithms have achieved remarkable 

success in a variety of applications, 

including pattern recognition, 

recommendation systems, classification 

systems, and more, as older algorithms were 

unable to satisfy human demands in real 

time.  Human ideas, actions, and feelings are 

greatly influenced by emotion.  The 

advantages of deep learning may be used to 

http://www.ijasem.org/
https://www.nature.com/articles/s41598-023-35446-4
https://www.nature.com/articles/s41598-023-35446-4
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develop an emotion detection system, and 

many applications, including face unlocking 

and feedback analysis, can be done with high 

accuracy.  Developing a Deep Convolutional 

Neural Network (DCNN) model that can 

identify five distinct human face emotions is 

the primary goal of this project.  The hand 

gathered picture dataset is used to train, test, 

and verify the model. 

 

III. METHODOLOGY 
 

1.  Proposed system  

A unique lightweight Convolutional 

Neural Network (CNN) model is proposed in 

this study for effective and precise facial 

emotion recognition (FER) in real-time 

applications.  To strike a compromise 

between accuracy and processing efficiency, 

the system makes use of a number of 

classification methods, such as Xception, 

ShuffleNet, MobileNetV2, and customised 

MobileNetV2.  Four publicly accessible 

datasets—FER2013, RAF-DB, Young 

AffectNet HQ, and CK-Dataset—are used to 

train and assess these models, guaranteeing 

strong performance across a range of facial 

emotions.  We use sophisticated YOLO 

models—YOLOv5x6, YOLOv8, and 

YOLOv9—for emotion recognition, 

guaranteeing accurate and quick 

identification of emotions in pictures.  In 

order to thoroughly evaluate model 

performance, the suggested system also has 

features for computing evaluation measures 

including recall, precision, and F1 score.  

This strategy seeks to overcome the 

drawbacks of conventional FER techniques 

by providing an optimised solution that 

maintains high recognition accuracy even on 

devices with constrained processing 

resources. 

 

2. System Architecture 

The proposed system follows a structured 

pipeline to enhance facial emotion 

recognition (FER) while ensuring 

computational efficiency. Initially, input 

facial images are acquired from publicly 

available datasets such as FER2013, RAF-

DB, Young AffectNet HQ, and CK-Dataset. 

These images undergo preprocessing, 

including resizing, normalization, and 

augmentation, to improve model 

generalization and robustness against 

variations in lighting, pose, and occlusions. 

For classification, the system integrates 

multiple deep learning models, including 

Xception, ShuffleNet, MobileNetV2, and a 

customized MobileNetV2, to evaluate trade-

offs between accuracy and computational 

complexity. These models process facial 

features extracted from images and classify 

emotions into predefined categories, 

ensuring adaptability across diverse datasets. 

Simultaneously, for emotion detection, the 

system employs state-of-the-art YOLO 

models—YOLOv5x6, YOLOv8, and 

YOLOv9. These models perform real-time 

emotion localization, identifying facial 

regions corresponding to specific emotions 

with high precision. The YOLO-based 

detection approach enhances the system’s 

ability to recognize emotions even in 

dynamic and unconstrained environments. 

To ensure a comprehensive assessment of 

model performance, the system integrates 

evaluation metrics such as Recall, Precision, 

and F1 Score. These metrics help in 

quantifying the effectiveness of both 

classification and detection tasks, enabling 

fine-tuning of model parameters for optimal 

results. The overall architecture is designed 

to function efficiently on devices with 

limited computational power, making it 

suitable for real-time applications. 

http://www.ijasem.org/
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Fig.1. Proposed Design 

 

3. Modules 

a) Data loading: using this module we 

are going to import the dataset. 

b) Image Data Augmentation: Image 

data augmentation enhances the 

dataset by applying techniques such 

as re-scaling, shear transformation, 

zooming, horizontal flipping, and 

reshaping, which improve model 

robustness and prevent overfitting 

during training. This step is used for 

classification. 

c) Image Processing: Image processing 

involves converting images to blob 

objects, defining classes, declaring 

bounding boxes, and converting 

arrays to numpy arrays. It also 

includes loading the pre-trained 

model, reading network layers, 

extracting output layers, and 

preparing images through various 

transformations and annotations. 

This step is used for to detection. 

d) Data Augmentation: Data 

augmentation enhances image 

datasets by randomly altering images 

through techniques such as rotation 

and transformation, thereby 

increasing variability and robustness, 

which helps improve model 

performance and generalization 

during training. This  step is used for 

to detection. 

e) Model generation: Model building - 

classification - CNN - MobileNetV2 

- Customized MobileNetV2 - 

ShuffleNet - Xception} - Detection 

{- YoloV5x6 - YoloV8 - Yolov9}.  

Performance evaluation metrics for 

each algorithm is calculated. 

f) User signup & login: Using this 

module will get registration and 

login 

g) User input: Using this module will 

give input for prediction 

h) Prediction: final predicted displayed 

4. Algorithms 

a) CNN (Convolutional Neural 

Network): 

Deep learning algorithms called 

Convolutional Neural Networks (CNNs) are 

made to handle structured grid data, such as 

pictures.  CNNs use convolutional, pooling, 

and fully connected layers to extract spatial 

hierarchies of information for our facial 

emotion identification project.  CNNs are 

capable of accurately classifying emotions 

from facial expressions by learning from 

labelled datasets.  The architecture is perfect 

for jobs demanding high accuracy in 

emotion recognition since it can catch local 

patterns in pictures. 

b) MobileNetV2: 

A lightweight CNN architecture designed 

for mobile and edge devices is called 

MobileNetV2.  It maintains accuracy while 

lowering the number of parameters and 

processing expense by using depthwise 

separable convolutions.  Because of its 

effectiveness, MobileNetV2 is used in our 

research for face expression identification, 

enabling real-time processing on low-

resource devices.  Applications needing fast 

and precise emotion classification might 

benefit from this model's design, which 

minimises latency while capturing 

complicated characteristics. 

c) Customized MobileNetV2: 

http://www.ijasem.org/
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The basic MobileNetV2 architecture has 

been modified for our facial expression 

detection project's particular needs, creating 

the Customised MobileNetV2.  We improve 

the model's performance on our desired 

datasets by altering the layers, parameters, 

and training methods.  Improved efficiency 

and accuracy in emotion classification are 

made possible by this customisation, 

especially in a variety of lighting and 

expression scenarios.  The tailored model 

achieves a compromise between the 

requirement for subtle emotional detection in 

real-time applications and computational 

performance. 

d) ShuffleNet: 

An effective CNN architecture with a 

focus on inexpensive computation and good 

accuracy, ShuffleNet was created for mobile 

devices.  It uses channel shuffling and 

pointwise group convolutions to lessen the 

computational load without sacrificing 

performance.  ShuffleNet is used in our 

study to recognise face emotions, allowing 

for quick picture processing without 

sacrificing the accuracy of emotion 

categorisation.  Its portability makes it 

perfect for use in real-time applications, 

guaranteeing prompt and efficient face 

emotion recognition. 

e) Xception: 

Xception is a sophisticated CNN 

architecture that uses depthwise separable 

convolutions to lower computational burden 

and improve performance.  Because of its 

deeper layers and residual connections, it is 

excellent at capturing complicated details.  

Since Xception efficiently learns complex 

patterns linked to multiple emotions, it is 

used in our face emotion detection project to 

increase classification accuracy on a variety 

of datasets.  Higher accuracy is supported by 

its design, which makes it a good option for 

complex emotion detection tasks in a variety 

of contexts. 

f) YOLOv5x6: 

The cutting-edge object identification 

model YOLOv5x6 is renowned for its 

accuracy and quickness.  It uses bounding 

boxes and class probabilities to recognise 

several items in photos while processing 

them in real time.  Our research uses 

YOLOv5x6 for emotion recognition, which 

makes it possible to quickly identify face 

expressions in pictures.  Because of its 

design, the model can identify emotions with 

great precision and yet work in real-time 

situations, which makes it perfect for 

applications that need fast replies. 

g) YoloV8: 

With an emphasis on increased detection 

capabilities and speed optimisation, 

YOLOv8 is an upgraded version of the 

YOLO series.  It uses architectural 

innovations to improve object detection 

speed and accuracy.  YOLOv8 is used in our 

facial emotion identification project to 

analyse facial expressions in real-time and 

identify emotions.  Because of its effective 

processing, the model can quickly recognise 

emotions, which makes it appropriate for use 

in settings like interactive systems and 

surveillance that demand instant input. 

h) YoloV9: 

The most recent development in the 

YOLO object detection family, YOLOv9, 

offers even more advancements in detection 

accuracy and speed.  It incorporates cutting-

edge methods and designs to improve 

performance in real-time applications.  Our 

research uses YOLOv9 for reliable emotion 

identification, which analyses facial 

expressions quickly and precisely.  It is a 

vital tool for creating sophisticated facial 

recognition systems in a variety of real-

world settings because of its capacity to 

handle different lighting and expression 

circumstances, which guarantees efficient 

emotion categorisation. 
 

http://www.ijasem.org/
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IV. EXPERIMENTAL RESULTS 
 

The proposed lightweight CNN model, 

along with the YOLO-based emotion 

detection framework, was extensively 

evaluated using four publicly available 

datasets: FER2013, RAF-DB, Young 

AffectNet HQ, and CK-Dataset. Each model 

underwent training and testing using a 

standardized preprocessing pipeline to 

ensure fair comparisons across different 

architectures. The evaluation focused on 

both classification accuracy and real-time 

detection performance. 

 

For classification tasks, MobileNetV2 and 

its customized variant exhibited a balance 

between accuracy and computational 

efficiency, making them suitable for 

deployment on resource-constrained devices. 

ShuffleNet, known for its low-latency 

operations, also performed well but showed 

slightly lower accuracy compared to 

Xception, which demonstrated the highest 

classification accuracy among the tested 

models. The customized MobileNetV2 

provided a performance boost by optimizing 

depth-wise separable convolutions, 

achieving an accuracy of approximately 85% 

on RAF-DB and 80% on FER2013, 

outperforming standard MobileNetV2. 

 

In terms of detection, YOLOv9 

outperformed its predecessors (YOLOv5x6 

and YOLOv8) by delivering superior 

localization accuracy and faster inference 

times. YOLOv9 demonstrated an average 

precision of 92% on CK-Dataset and 

effectively detected emotions even in 

challenging lighting and occlusion 

conditions. YOLOv8, while slightly less 

accurate than YOLOv9, provided a good 

trade-off between speed and accuracy, 

making it more suitable for real-time 

applications. 

 

To further validate the effectiveness of the 

models, evaluation metrics such as Precision, 

Recall, and F1 Score were computed. The 

proposed system achieved a Precision of 

88%, Recall of 86%, and an F1 Score of 

87% on the Young AffectNet HQ dataset, 

highlighting its reliability in recognizing 

complex emotions. These results 

demonstrate that the optimized CNN model, 

coupled with YOLO-based detection, 

significantly enhances FER accuracy while 

maintaining computational efficiency, 

making it a viable solution for real-time 

applications.  

 

1. Accuracy 

Find out how reliable a test is by 

comparing real positives and negatives. 

Following mathematical: 

Accuracy = (TP + TN) /(TP + TN + FP + 

FN) 

                                                                      

 

2. Precision:  

The accuracy rate of a classification or 

number of positive cases is known as 

precision. Accuracy is determined by 

applying using the one that follows: 

 

                                                                     

 

3. Recall:  

The recall of a model is a measure of its 

capacity to identify all occurrences of a 

relevant machine learning class. A model's 

ability to detect class instances is shown by 

percent of correctly anticipated positive 

observations relative to total positives. 

                                                         

 

4. F1-Score:  

http://www.ijasem.org/
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An accurate machine learning model has a 

high F1 score.  Integrating recall and 

precision improves model correctness.  

Accuracy measures how often a model 

predicts a dataset correctly. 

 

                                                                       

V. RESULTS AND ACCURACY  
 

 

 

 
 

 

 

 
 

 

VI. CONCLUSION  
 

To sum up, our Facial Emotion 

Recognition (FER) study has effectively 

shown how sophisticated machine learning 

methods may be used to obtain excellent 

emotion detection performance.  We have 

improved the model's accuracy and speed by 

combining many effective methods, such as 

Xception, MobileNetV2, and Customised 

MobileNetV2.  The system's capacity to 

identify emotions in real time has been 

significantly improved with the use of 

YOLOv5x6, YOLOv8, and YOLOv9, 

http://www.ijasem.org/
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guaranteeing efficient reactions in changing 

situations.  After extensive testing on 

publicly available datasets including 

FER2013, RAF-DB, and CK-Dataset, our 

models demonstrated remarkable accuracy 

rates that allowed for accurate facial 

expression categorisation.  This high 

performance is essential for many 

applications, ranging from boosting security 

and surveillance systems to increasing 

human-computer interaction.  The results 

highlight how crucial it is to use strong yet 

lightweight algorithms that perform well in 

practical situations.  

Enhancing face expression identification 

through the use of cutting-edge strategies 

like ensemble methods and transfer learning 

is part of the project's future scope.  The 

range of applications will be expanded by 

investigating other areas, such as sentiment 

analysis in text and audio emotion 

recognition.  Furthermore, accuracy and user 

engagement may be increased by 

implementing multi-modal techniques and 

real-time feedback systems.  Investigating 

the effects of contextual elements, such as 

cultural variations in how emotions are 

expressed, will also help create a system that 

is more resilient and flexible. 
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