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Abstract— Using the lung dataset as a basis, this study 

compares the nodule identification accuracy of Decision Tree 

(DT) versus Novel Hybrid Learning Method algorithms. With 

35 samples split equally between the two groups, a grand total 

of 70 samples were collected for this experiment. While Group 

2 makes use of Decision Trees, Group 1 employs the Novel 

Hybrid Learning Method (NHLM). As part of the research, we 

used Google Colab to load the dataset and execute the HLM 

algorithm. An online statistical analysis tool is used to establish 

the sample size using data acquired from prior study. The 

pretest is prepared to go with a power of 80% and an alpha of 

0.05. The results of the simulations showed that the HLM 

approach was more accurate (97.72%) than Decision Tree 

(85.659%). Testing at significance levels of 0.001 (P<\0.05), the 

methods show a diverse array of accuracy. If we compare the 

two datasets for the accuracy of predicting lung nodules, we 

find that HLM is superior than Decision Tree. 

The current problem is best described by terms like novelty of 

approach, decision tree, deep learning, computed tomography 

(CT) pictures, categorization, and mortality rate. 

 

I. INTRODUCTION 

 

Pulmonary/Lung nodules are the small cells that are grown 

inside the lung. These are classified into two types, such as 

cancerous (malignant) and non-cancerous (benign) [1]. One 

of the most fatal malignancies in the world is lung cancer. 

The lengthy time it takes to discover lung cancer and the 

poor prognosis for patients after therapy are two key 

contributors to the high death rate associated with this 

illness. If cancer could be detected sooner, it might lead to 

improved patient outcomes and a reduced death rate. 

However, the survival percentage for lung cancer is 

considerably increased by early identification. On the basis 

of minor morphological changes, locations, and clinical 

indicators, early-stage malignant lung nodules must be 

differentiated from noncancerous nodules [3]. There are 

many uses for Computed Tomography (CT) in modern 

society, but for the sake of this research only their 

significance in the medical field is discussed. In order to 

make an early diagnosis of malignant lung nodules, doctors 

employ a variety of diagnostic techniques, including clinical 

settings, Scans performed by nuclear medicine specialists 

utilizing CT and PET scans [4]. Regular screenings for lung 

nodules are conducted on those who are at a higher risk of 

developing lung cancer, including current and past smokers. 

Finally, finding lung nodules is critical for finding lung 

cancer early and treating it in a way that may enhance 

patient outcomes and lower death rate. 

Almost 17,000 articles have addressed the use of CT 
scans to diagnose lung nodules since 2022, according to 
earlier research. There are distinct benefits to each of these 
research. For the purpose of detecting lung nodules in [5], 
precise CT lung segmentation is necessary [6]. Lung 
segmentation has been the target of many deep learning 
approaches. Algorithms use region-growing techniques to 
segment the lungs after inserting a small number of seed 
pixels into the corresponding area of the picture. To identify 
nodules on CT scans, two popular methods are nodule 
intensity and color thresholding. To improve the quality of 
the CT image, one possible preprocessing step is bi-
histogram equalization [7]. Lung nodule identification 
sensitivity is enhanced by improved image registration 
techniques and the use of more intricate anatomical 
characteristics (thinner slices). Nevertheless, this greatly 
increases the datasets. It is possible to get as many as 500 
separate pieces or slices of varying thicknesses from a single 
scan. Even for seasoned radiologists, it might take around 
2.5–3.5 minutes to examine only one slice [8]. Radiologists 
have a lot more work to do when they suspect a nodule on a 
CT scan. Size, location, shape, adjacent structures, edges, 
density, and CT slice section thickness are some of the 
nodule characteristics that may affect the sensitivity of 
nodule detection [9]. The probability of accurately detecting 
nodules indicative of lung cancer rises when two 
radiologists examine the image, as opposed to when just one 
radiologist does so (82% vs. 68%). Detecting cancerous 
lung nodules at an early stage is a difficult and time-
consuming task for radiologists. No matter how cautious the 
radiologist is, finding small nodules requires extensive 
image scanning, which is inherently error-prone. 

Data encountered by current models or approaches is 
contaminated with noise, or erroneous information included 
in the dataset. The end goal of this proposed study is to use 
the provided data to identify lung nodules in CT scans by 
comparing the results produced using Decision Tree and 
employing Novel HLM to improve the accuracy value. In 
order to reduce mortality rates, this study aims to enhance 
the accuracy of identifying lung nodules, especially tiny or 
early-stage lesions. 

II. MATERIALS AND METHODS 

 

Researchers from the Saveetha Institute of Medical and 

Technical Sciences in Chennai worked on the project that 

resulted in this paper. We address two varieties. There are 

35 people in each group. One may use clincalc.com to get 

the sample size by plugging in the F-score from previous 

research. The assumptions of an 80% pretest power and a 

constant alpha of 0.05 are used in all calculations. 
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Each category in this dataset used 35 samples. Separate the 

test data into two sets: one set uses 35 pieces trained using 

the Decision Tree classifier that is currently in use, and the 

other set uses 35 pieces trained with the Novel Hybrid 

Learning Method.  

 

A. Algorithm for Novel Hybrid Learning Method 

Step 1: Include all modules applied to the program. 

Step 2: Install the information source you downloaded 

through Kaggle. 

Step 3: Then, execute a research study on the database. 

Step 4: Perform data visualization. 

Step 5: Perform data Pre-Processing. 

Step 6: Divide the dataset into two halves for testing and 

training. 

Step 7 involves training a new hybrid learning algorithm on 

the dataset using Google Colab. 

 

 Step 8: Use accurate analytical techniques to verify the 

prediction. 

B. Algorithm for Decision Tree 

Step 1: Include all modules applied to the program. 

Step 2: Install the information source you downloaded 

through Kaggle. 

Step 3: Then, execute a research study on the database. 

Step 4: Perform data visualization. 

Step 5: Perform data Pre-Processing. 

Sixth Step: Separate the data set into testing and training 
processes. 

Step7: Use Google Colab's Decision Tree to train the 
data set. 

 Step 8: Confirm the forecast using reliable analytical 
methods. 

This task required a 64-bit CPU, 8 GB of RAM, and a 
display resolution of 1024 x 768 pixels. Google Colab was 
used for the compilation of HLM code in that. The training 
and testing of the lung nodule data set occurs after the 
program has been launched. The current classifier, Decision 
Tree, is compared to the Novel Hybrid Learning Method's 
acquired accuracy. The acquired accuracy values are used 
for performance analysis. After the analysis was finished, 
the data was visualized. After that, the incorrect data is 
removed from the dataset by data preparation. After the 
sounds have been eliminated, the accuracy is next tested. 
Size, form, and other characteristics may be used to identify 
the existence of nodules in the lungs. The HLM method is 
implemented in Google Colab, the software used for the 
algorithm.  

To increase precision, researchers employ the Hybrid 
Learning Method, which combines two algorithms. Both 
regression and classification may be accomplished using 
CNN and LGBM, a supervised deep learning method. A 

convolutional neural network's (CNN) most distinctive 
characteristic is the way it automatically extracts useful 
characteristics from input data using a succession of 
convolution layers. In order to create feature maps that 
emphasize patterns and edges in the input data, these 
convolution layers usually use a collection of filters or 
kernels. 

The supervised learning technique known as Decision 
Tree can handle both classification and regression problems; 
however, it is often used for the former. The classifier is 
designed like a tree, with the dataset's attributes represented 
by the core nodes, the classification rules by the branches, 
and the result at the end of the process at each leaf node.  

The workflow procedure is shown in Figure 1. Google 
Cola is used to implement the data set with code 
stimulation. Following data input, data visualization may 
take place. In the data preprocessing step, which follows 
visualization, the mounted code checks the Google Colab 
error numbers from the disk. After getting the lung nodule's 
accuracy using the Novel Hybrid Learning Method, we 
compare it to the accuracy of the current classifier, Decision 
Tree (DT). 

C. Analyzing Data Statistically  
 
In order to assess the veracity of the study project and its 

methodology, the SPSS software is used. This study uses 
CT scans of the lungs as its independent variable and the 
average accuracy as its dependent variable. The testing was 
conducted using an independent sample test. 

 

III. RESULTS 

 

Figure 1 shows the flow diagram for HLM algorithm to 

detect lung nodules and the flow is importing data set, Data 

Visualization, Data Pre-Processing, Trained Data, HLM 

Implementation (Google colab), Finding Accuracy. 

http://www.ijasem.org/
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Fig. 1. Flow diagram for HLM algorithm to detect lung nodules. 

 

In Figure 2, we can see a bar chart comparing the accuracy 

numbers of HLM and DT. HLM provides a higher level of 

accuracy, at around 97.723, while DT comes in at about 

85.809. Here, we may use the bar chart to get the error bar 

as 95%(+/-2%). 

 

 

 
 

Figure 2 shows the average accuracy per group in the form 

of a simple bar chart. After making note of the accuracy for 

every image in the dataset using HLM and DT tests, we 

used SPSS Analytics to compare the results and get the 

mean average accuracy. The Mean Accuracy +/- 2 SD group 

is on the opposing side of the HLM vs. DT group. 

 

Using 10 samples each, Table 1 displays the findings for DT 

and HLM in diagnosing lung nodules. 

 

Groups 1 and 2's Percentage-Based Lung Nodule Detection 

Performance Comparison: Table I. As can be seen from the 

data in the table, Group 1 much outperforms Group 2. The 

highest accuracy achieved by novel HML is 97.23%, 

whereas that of DT is 85.659 percent. 

 

 
 

Table 2 displays the coefficient's Bayesian estimate. The 

data with a variance of 0.001 is shown in this table together 

with the values of the mode and means. The dependent 

variable here is accuracy, the model is groups, and the 

standard reference priors are supposed to be c. For each 

Importing Data Set 

 

Data Visualization 

 

Data Pre-Processing 

 

Trained Data  

 

HLM 

Implementation 
 Google 

Colab 

Finding 

Accuracy 

 

http://www.ijasem.org/


        ISSN 2454-9940 

      www.ijasem.org 

       Vol 19, Issue 2, 2025 

 

 

 

719 

group, we take the credible interval with a 95% confidence 

interval around the top and lower bounds, respectively.  

 

 

Figure II. Bayesian Coefficient Estimation. Mean and mode 

values of the provided data with a 0.001 degree of 

dispersion. In this case, we choose the credible interval 

using the 95% upper bound and lower bound for the groups. 

 

 
 

Table 3 contains the T-test tables. The HLM classifier 

obtained an average value of 97.723% when tested with 35 

N per group, whereas the DT classifier achieved an average 

value of 85.859%, as shown in Table 1. We also find the 

standard deviation when the two classifiers' means are 

different. 

 

T-Test Results Set (Table III). Taking into account the 35 N 

as a whole, we can see that the DT classifier's mean value is 

lower than the HLM classifier's (97.723%). The STD 

deviation was derived in different ways by the two 

classifiers present in the room. 

 

 

 
 

Both sets of data were subjected to an independent sample 

T-test using the data from Table 4. The findings showed a 

reliability of 67.400, a validity of 0.121943, and a dispersion 

of 0.001809.  There is a notable disparity in the accuracy of 

the approaches at a significance level of 0.001 (P<0.05). 

 

Independent sample test is shown in Table IV. A two-group 

independent sample t-test revealed an accuracy of 67.40, a 

mean difference of 12.1943, and a standard error difference 

of 0.001809. 

 
 

IV. DISCUSSION 

A 97.723% greater accuracy rate in data prediction was seen 

using the HLM algorithm in comparison to the DT 

classifier, according to the study (P<0.05, Independent 

variable test, SPSS IBM tool).  Testing at significance levels 

of 0.001 (P<\0.05), the methods show a diverse array of 

accuracy. Prior research has shown that HLM gives superior 

accuracy in detecting CT-scan lung nodules compared to 

state-of-the-art classifiers. 

This further demonstrates that the same conclusions have 

been reached by other writers. To put the project into action, 

Python is used. The LIDC/IDRI database's data pre-

processing offers more control over individual building 

parts than deep learning approaches. Because of this, other 

researchers may evaluate the findings using the same data 

set, which encourages studies to be reproduced. We put our 

CAD system through its paces on the LUNA16 Challenge. 

The LUNA16 Nodule Detection Challenge's Nodule 

Detection Track (NDET) [10] found that the proposed CAD 

system had the highest average FROC-score of 0.891, 

placing it first. Selected studies demonstrated a false 

positive rate ranging from 0.138 to 38.8 per scan and a 

sensitivity ranging from 68.9% to 100% for the diagnosis of 

lung nodules. Firmino et al. and a few of other selective 

experiments achieved sensitivity levels over 90%. What 

feeds into the nuero fuzzy classifier are feature vectors. This 

deep learning approach combines neural networks with 

fuzzy classifiers. The fuzzy layer makes use of the feature 

vector to create a pre-classification vector before passing it 

on to MLP for test sample classification. In trials using 

noisy nodule data, the suggested fuzzy neural network 

outperforms the state-of-the-art. In terms of pulmonary 

nodule classification models, the LUNA16 datasets were 

spot on. In a bid to save resources, the Faster R-CNN model 

may quickly eliminate superfluous CT images by ignoring 

them. This improves its ability to identify the pulmonary 

nodule in relevant images. This study proposes a computer-

aided detection (CAD) method that partitions images to 

locate lung nodules. Our CAD system outperforms 

previously published systems with a state-of-the-art 

performance, with an increased detection sensitivity of 

92.8% and 8 FPs/scan [18]. The suggested model's near-

perfect performance could also be useful for users of real-

time computer-aided systems in radiology. 

 

The current setup has a few flaws, one of which being the 

lengthy training period required to train the image, which 

might lead to poorer accuracy rates on occasion. Our access 

to massive datasets allowed us to streamline the process of 

training for database picture classification by focusing on 

the most important features. The anticipated improvements 

http://www.ijasem.org/
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in AI and ML bode well for the future of early lung nodule 

diagnosis. 

 

 

V. CONCLUSION 

 

Since lung cancer is so common and often diagnosed too 

late, this deep learning method might prove useful at the 

first stages of the scanning process. Our system may 

accelerate the evaluation of a lung CT scans long sequence 

of images, reducing the likelihood of human error and the 

mortality rate. When compared to prior results, the 

suggested approach outperformed the current classifier and 

the accuracy prediction with less computing time. In 

comparison to DT's 85.859% accuracy, the suggested Novel 

Hybrid Learning Method algorithm achieved 97.723%. With 

significance levels of 0.001 (P<0.05), the methods greatly 

vary in accuracy. 
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